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Abstract

In this note, we develop the theory of characteristic function as an invariant for n-tuples of operators. The
operator tuple has a certain contractivity condition put on it. This condition and the class of domains in C

n

that we consider are intimately related. A typical example of such a domain is the open Euclidean unit ball.
Given a polynomial P in C[z1, z2, . . . , zn] whose constant term is zero, all the coefficients are nonnegative
and the coefficients of the linear terms are nonzero, one can naturally associate a Reinhardt domain with
it, which we call the P -ball (Definition 1.1). Using the reproducing kernel Hilbert space HP (C) associated
with this Reinhardt domain in C

n, S. Pott constructed the dilation for a polynomially contractive commuting
tuple (Definition 1.2) [S. Pott, Standard models under polynomial positivity conditions, J. Operator Theory
41 (1999) 365–389. MR 2000j:47019]. Given any polynomially contractive commuting tuple T we define
its characteristic function θT which is a multiplier. We construct a functional model using the characteristic
function. Exploiting the model, we show that the characteristic function is a complete unitary invariant
when the tuple is pure. The characteristic function gives newer and simpler proofs of a couple of known
results: one of them is the invariance of the curvature invariant and the other is a Beurling theorem for the
canonical operator tuple on HP (C). It is natural to study the boundary behaviour of θT in the case when
the domain is the Euclidean unit ball. We do that and here essential differences with the single operator
situation are brought out.
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1. Introduction

Characteristic function for a single contraction on a Hilbert space has a long history and
several significant results about it are well known (see Sz.-Nagy and Foias [30]).

For tuples of operators, the concept of dilation and model theory of contractive tuples (not
necessarily commuting) has been systematically developed in several important papers. Early
ideas of dilation of such tuples can be seen in Davis’ paper [12]. Bunce [11] and Frazho [13]
gave it a more concrete shape and finally Popescu (see [22–27]) has neat generalizations of many
of the results of Sz.-Nagy and Foias including the characteristic function. In the noncommuting
case, the characteristic function is a multi-analytic operator as defined by Popescu (see [17,25]).
In the commuting case, Muller and Vasilescu [21] obtained the model theory for a large class
of commuting tuples including the contractive ones. Tuples of operators satisfying the positivity
condition of the type considered in this paper have also been considered before jointly by Arias
and Popescu in [4] and then by Arias in [3].

In this note, all the n-tuples of bounded operators that we consider consist of commuting oper-
ators i.e., TiTj = TjTi is satisfied for all i, j = 1,2, . . . , n. All the Ti act on a complex, separable
Hilbert space H. The algebra of all polynomials of n commuting variables z1, z2, . . . , zn over C

will be denoted by C[z1, z2, . . . , zn]. The following definition is due to Pott [29].

Definition 1.1. A polynomial P in C[z1, z2, . . . , zn] is said to be a positive regular polynomial
if the constant term of P is zero, all the coefficients are nonnegative and the coefficients of the
linear terms are nonzero.

Let N
n denote the set of all multi-indices k = (k1, k2, . . . , kn) and let |k| = k1 + k2 + · · ·+ kn.

The multi-index which has 0 in all position except the ith. one, where it has 1, is denoted by ei .
Given z = (z1, z2, . . . , zn) in C

n and a multi-index k, the monomial z
k1
1 z

k2
2 . . . z

kn
n will be denoted

by zk . Let P = ∑
|k|�N akz

k be a positive regular polynomial, where N is in N. Denote by IP the
set of all k such that ak �= 0, which is ordered lexicographically and by AP the set {ak: k ∈ IP }.
Any such polynomial P and any commuting tuple T = (T1, T2, . . . , Tn), where Ti is in B(H) for
each i, determines a completely positive map CP,T on B(H) by

CP,T (X) =
∑
k∈IP

akT
kXT ∗k

, where X ∈ B(H).

We shall be concerned with the following class of tuples.

Definition 1.2. If P is a positive regular polynomial, then a commuting tuple T of operators on
H is called a P -contractive tuple if

CP,T (IH) � IH or equivalently
∑
k∈IP

akT
kT ∗k � IH, where P =

∑
k∈IP

akz
k.

Associated with a positive regular polynomial P is the open set

P =
{
z ∈ C

n:
∑
k∈IP

ak|z1|2k1 |z2|2k2 . . . |zn|2kn < 1

}
, (1.1)

which we shall call the P -ball. It is easy to check that the P -ball is a Reinhardt domain. The func-
tion z → (1 − P(z))−1 in C

n has a power series expansion about 0 which converges uniformly
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on every compact subset of the P -ball. Let γk be the Taylor coefficient of zk in this expansion
and consider the Hilbert space HP (C) obtained by taking closure of the polynomials with respect
to the inner product〈 ∑

|k|�M

ckz
k,

∑
|k|�M

bkz
k

〉
=

∑
|k|�M

ckb̄k

γk

,

where M is a nonnegative integer. The elements of HP (C) are holomorphic functions on P . If
one defines

kP (z,w) = (
1 − P(zw̄)

)−1
, (1.2)

where zw̄ = (z1w̄1, z2w̄2, . . . , znw̄n) for z = (z1, z2, . . . , zn),w = (w1,w2, . . . ,wn) ∈ C
n, then

kP is a positive definite kernel on the P -ball and HP (C) is the reproducing kernel Hilbert space
corresponding to this kernel (see Pott [29, Lemma 3.2]). The set {√γkz

k}k∈Nn forms an ortho-
normal basis for HP (C).

An important example is the polynomial P(z) = z1 + z2 + · · · + zn which gives rise to the
space H 2

n studied by Arveson in [5–7]. We shall call this space the Arveson space and the poly-
nomial the Arveson polynomial. Tuples which are P -contractive for this particular P are called
contractive.

The multiplication operators Mzi
by co-ordinate functions are bounded operators on HP (C).

In any Hilbert space with a reproducing kernel k defined on a domain Ω ⊆ C
n, the multiplication

operators satisfy(
M∗

zi
k(·,w)

)
z = w̄ik(z,w),

where w ∈ Ω . Hence for HP (C),(
1 −

∑
k∈IP

akM
k
z M∗

z
k

)
kP (·,w) =

(
1 −

∑
k∈IP

akz
kw̄k

)
kP (·,w) = 1 = E0kP (·,w), (1.3)

by definition of the kernel, where E0 is the projection onto the constant term. Since kP (·,w) span
the space, the operator 1 −∑

akM
k
z M∗

z
k agrees with the projection E0. Hence the multiplication

operator tuple on HP (C) is a P -contractive tuple.
Let r be a positive integer or ∞ and R be a Hilbert space of dimension r . Then by r.Mz

we shall mean the operator tuple (Mz1 ⊗ IR,Mz2 ⊗ IR, . . . ,Mzn ⊗ IR) on the Hilbert space
HP (C)⊗R. Also for another Hilbert space N and an n-tuple of operators Z = (Z1,Z2, . . . ,Zn)

on N , let r.Mz ⊕ Z denote the n-tuple of operators ((Mz1 ⊗ IR) ⊕ Z1, (Mz2 ⊗ IR) ⊕
Z2, . . . , (Mzn ⊗ IR) ⊕ Zn) on the Hilbert space (HP (C) ⊗R) ⊕N . We are now in a position to
state Pott’s main result:

Theorem 1.3. Let T be a commuting P -contractive tuple on a separable Hilbert space H such
that rank of DT ∗

P
:= Range(I − ∑

K∈IP
akT

kT ∗k)1/2 is r . Then there is a Hilbert space R of
dimension r and another Hilbert space N with a commuting tuple of normal operators Z =
(Z1,Z2, . . . ,Zn) on it satisfying CP,Z(I ) = I such that

(1) H is contained in Ĥ := (HP (C) ⊗ DT ∗
P
) ⊕ N as a subspace and it is co-invariant under

A := r.Mz ⊕ Z.
(2) T k = PHAk|H, for all k in Nn.
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Ambrozie, Englis and Muller in [1] worked with a setup more general than the above. They
considered those open domains D in C

n which allow positive definite kernels C on D satisfying
C(z,w) �= 0 for all z,w ∈ D. Under the additional assumptions that 1/C is a polynomial, the
corresponding reproducing kernel Hilbert space contains constant functions, polynomials are
dense and the multiplication operators by the coordinate functions are bounded, they found that
these are the suitable models for a pure (see Definition 3.5) commuting tuple of operators T

which also satisfies (1/C)(T ,T ∗) � 0. Thus they had a generalization of Pott’s model in the
pure case. We shall stick to Pott’s settings.

We start by studying the Hilbert space HP (E) and multipliers in Section 2. We shall construct
the characteristic function for a commuting P -contractive tuple as an analytic operator valued
function on the P -ball in Section 3. As in the case of n = 1 discussed in Sz.-Nagy and Foias [30],
for each such T , we associate two defect spaces DTP

and DT ∗
P

respectively and the characteristic
function is a B(DTP

,DT ∗
P
) valued function defined on the P ball. We shall show in Section 4

that Pott’s dilation space, in the case of a pure (see Definition 3.5) commuting P -contractive
tuple can be written as a functional Hilbert space. From the explicit description of this model,
we prove that the characteristic function of a pure P -contractive tuple of operators is a complete
unitary invariant. As an application, we characterize the invariant subspaces for multiplication
operators by the coordinate functions for certain functional Hilbert spaces which includes the
Arveson space in Section 5. In Section 6, we study boundary properties when the domain is the
Euclidean ball.

2. Properties of the space HP (CCC) and the multipliers

We begin with a minimality result on the space HP (C). Note that by definition of the inner
product on HP (C), the monomials are orthogonal.

Theorem 2.1. Let M = (M1,M2, . . . ,Mn) be a commuting P -contractive n-tuple of operators
on a Hilbert space H. Suppose there is a unit vector v in H such that for any nonzero k ∈ N

n,
Mkv is orthogonal to v. Then there is a contraction R :HP (C) → H such that Rzk = Mkv for
all k in N

n.

Proof. Define R on the monomials by Rzk = Mkv for all k in N
n and extend linearly to poly-

nomials. Since polynomials are dense in HP (C), to be able to extend R to HP (C), it is enough
to show that R is a contraction on the space of polynomials. Take a natural number r and a
polynomial

∑
|k|�r bkz

k . We need to show that

∥∥∥∥ ∑
|k|�r

bkM
kv

∥∥∥∥2

�
∑
|k|�r

|bk|2
∥∥zk

∥∥2
.

This is equivalent to showing that

∥∥∥∥ ∑ bk

‖zk‖Mkv

∥∥∥∥2

�
∑

|bk|2. (2.1)

|k|�r |k|�r
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Let E0 be the projection of H onto the one-dimensional subspace of H spanned by v. Then the
above inequality is equivalent to showing that the tuple of operators {1/‖zk‖MkE0: |k| � r} is a
contractive tuple. For this, recall that the completely positive map CP,M is defined on B(H) by

CP,M(X) =
∑
k∈IP

akM
kXM∗k

.

Therefore CP,M is a contraction and so CP,M(E0) is also a contraction. As Mkv is orthogonal
to v for all nonzero k in N

n, so 〈CP,M(E0)v, v〉 = 0. This gives CP,M(E0) + E0 � IH. Since
CP,M is a positive map,

C2
P,M(E0) + CP,M(E0) � IH.

Again as 〈((C2
P,M(E0) + CP,M)(E0))v, v〉 = 0, so C2

P,M(E0) + CP,M(E0) + E0 � IH and
continuing this process, one gets

Cl
P,M(E0) + Cl−1

P,M(E0) + · · · + CP,M(E0) + E0 � IH,

for any positive integer l. Define another completely positive map on B(H) by

QM(X) =
∑
|k|�r

1

‖zk‖2
MkE0XE0M

∗k

and note that there is a positive integer l such that

QM(I) � Cl
P,M(E0) + Cl−1

P,M(E0) + · · · + CP,M(E0) + E0,

which in turn is a contractive completely positive map. Thus ‖QM‖ = ‖QM(IH)‖ � 1. The
theorem follows from the fact that QM(IH) � IH implies∑

|k|�r

1

‖zk‖2
MkE0M

∗k � IH. �

If E is a Hilbert space, we follow the notation of [16] and define O(P,E) to be the class of all
E-valued holomorphic functions on P . Then let HP (E) be the Hilbert space

HP (E) =
{
f ∈ O(P,E): f =

∑
k∈Nn

akz
k and ‖f ‖2 =

∑
k∈Nn

‖ak‖2

γk

< ∞
}
. (2.2)

It is well known that HP (E) is a reproducing kernel Hilbert space where the reproducing kernel
on P is

KP,E (z,w) = (
1 − P(zw̄)

)−1
IE .

For two Hilbert spaces E and E∗, the multiplier space MP (E,E∗) consists of those h ∈
O(P,B(E,E∗)) such that h(HP (E)) ⊆ HP (E∗). A simple application of closed graph theorem
shows that each function h ∈ MP (E,E∗) induces a continuous linear multiplication operator
Mh from HP (E) to HP (E∗) sending f to hf . With the operator norm, the space of multipliers
becomes a Banach algebra.

Theorem 2.2. Let h be a B(E,E∗) valued holomorphic function on P , where E and E∗ are two
separable Hilbert space. Then the following conditions are equivalent:
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(1) h is in MP (E,E∗) with ‖Mh‖ � 1.
(2) The kernel kh :P ×P → B(E∗) defined by

kh(z,w) = IE∗ − h(z)h(w)∗

1 − P(zw̄)

is a positive B(E∗) valued kernel. Thus there exists an auxiliary Hilbert space K and
a B(K,E∗) valued function F such that

IE∗ − h(z)h(w)∗

1 − P(zw̄)
= F(z)F (w)∗

for all z,w in P .
(3) There exists a Hilbert space H and a unitary operator

U =
(

A B

C D

)
∈ B

(
H⊕ E,H|IP | ⊕ E∗

)
such that h(z) = D + C(1 − ZP A)−1ZP B for all z in P .

Proof. This follows from a deep theorem of Ball and Bolotnikov [9, Theorem 1.5]. They proved
this in more general settings. An earlier version of the theorem, where the function h above was
scalar valued was proved by Ambrozie and Timotin [2]. �

We shall end this section with an example of a positive regular polynomial P such that the
multiplication by the co-ordinate functions on HP (C) is essentially normal. It will have the
following bearing on the theory of submodules of H 2

m.
For any integer m � 1, the Arveson space H 2

m is a Hilbert module over the polynomial ring.
Moreover, it is a contractive Hilbert module (see, for example, [7] for definitions) because the
multiplication operator tuple Mz is contractive. A submodule M of H is an invariant subspace of
the Mzi

for i = 1,2, . . . , n. Let Ri :M →M be defined as Ri = Mzi
|M for i = 1,2, . . . , n. It is

an important question to decide when R1,R2, . . . ,Rn are essentially normal. These submodules
M are then called essentially reductive by Douglas and Paulsen [15]. Arveson showed that those
submodules of H 2

n which are generated by a set of monomials are essentially reductive [8, Theo-
rem 2.1]. He asked the general question of whether the same will be true for those M which are
spanned by a set of all homogeneous polynomials [8, Conjecture A in Section 5]. Theorem 2.4
of Guo in [19] implies an affirmative answer to the question for n = 2. Any HP (C) with the
operator tuple {√akM

k
z : k ∈ IP } is then a contractive Hilbert module where the operator tuple

has length m = |IP |. Note that this module is essentially reductive if and only if the operators
Mz1,Mz2, . . . ,Mzn are essentially normal. The model theorem of Arveson [5, Theorem 8.5] tells
us that HP (C) is isomorphic to a quotient module of H 2

m. Thus Mz1,Mz2 , . . . ,Mzn are essen-
tially normal if and only if this quotient module is essentially reductive. Douglas proved that a
submodule is essentially reductive if and only if the corresponding quotient module is [14, Theo-
rem 1]. Thus the example below gives an essentially reductive submodule of H 2

m. It is not clear to
us whether the submodule of H 2

m that one obtains by this construction is generated by homoge-
neous polynomials. The HP (C) is a rich source of producing essentially reductive submodules of
H 2

m, but to characterize all the positive regular polynomials for which the multiplication operators
on HP (C) are essentially normal remains open.

For each n ∈ N, the polynomial P = (1+∑n
i=1 zi)

2 −1 serves the purpose. For computational
simplicity we give the proof for n = 2, i.e., the polynomial is P = (1+ z1 + z2)

2 −1 in C[z1, z2].



248 T. Bhattacharyya, J. Sarkar / J. Math. Anal. Appl. 321 (2006) 242–259
To show that the multiplication operators {Mz1,Mz2} on HP (C) are essentially normal for this P ,
we need to prove that lim|k|→∞

( γk

γk+ei
− γk−ei

γk

) = 0, where k = (k1, k2) ∈ N
2 and i = 1,2.

Note that (1−P)−1 = 1
2
√

2

[ 1
a−(z1+z2)

+a 1
1+a(z1+z2)

]
, where a = √

2−1. Denoting ∂ |k|(1−P)−1

∂z
k1
1 ∂z

k2
2

by Lk , an easy induction gives the following identity:

Lk = |k|!
2
√

2

[
1

(a − (z1 + z2))|k|+1
+ (−1)|k|a|k|+1 1

(1 + a(z1 + z2))|k|+1

]
.

So

γk = Lk(0,0)

k! = 1

2
√

2

|k|!
k!

[
1

a|k|+1
+ (−1)|k|a|k|+1

]

= 1

2
√

2

|k|!
k!

(−1)|k|

a|k|+1

[
(−1)|k| + a2(|k|+1)

]
.

Due to the symmetry, we only need to show that lim|k|→∞
( γk

γk+e1
− γk−e1

γk

) = 0. From the previous

equality,

γk

γk+e1

= −a
k1 + 1

|k| + 1

[
(−1)|k + a2(|k|+1)

(−1)|k|+1 + a2(|k|+2)

]
.

Thus

γk

γk+e1

− γk−e1

γk

= −a

[
k1 + 1

|k| + 1

(−1)|k| + a2(|k|+1)

(−1)|k|+1 + a2(|k|+2)
− k1

|k|
(−1)|k|−1 + a2|k|

(−1)|k| + a2(|k|+1)

]
. (2.3)

Case 1. Let |k| be even. Assume d = |k|(|k| + 1)(a2(|k|+1) + 1)(a2(|k|+2) − 1). Then the right
side of the above equality becomes

a
{
k1

(|k| + 1
)(

a2(|k|+2) − 1
)(

a2|k| − 1
) − |k|(k1 + 1)

(
a2(|k|+1) + 1

)2}
d−1

= a
{−k2 + k1

(|k| + 1
)(

a4(|k|+1) − a2(|k|+2) − a2|k|)
− |k|(k1 + 1)

(
a4(|k|+1) + 2a2(|k|+1)

)}
d−1

= a
{−k2

(
1 + a4(|k|+1)

) − k1
(|k| + 1

)(
a2(|k|+2) + a2|k|) − 2|k|(|k| + 1

)
a2(|k|+1)

}
d−1

= −a
{
k2

(
1 + a2(|k|+1)

)2 + k1
(|k| + 1

)(
a|k|+1 + a|k|)2}

d−1

= ak2

|k|(|k| + 1)

1 + a2(|k|+1)

1 − a2(|k|+2)
+ ak1

|k|
a2|k|(a2 + 1)2

(a2(|k|+1) + 1)(1 − a2(|k|+2))

<
1

|k| + 1

1 + a2(|k|+1)

1 − a2(|k|+2)
+ a2|k|(a2 + 1)2

(a2(|k|+1) + 1)(1 − a2(|k|+2))
.

So taking limit as |k| → ∞, one can say that the above limit exists and the limit is zero.

Case 2. Let |k| be odd. If l = |k|(|k|+ 1)(a2(|k|+1) − 1)(a2(|k|+2) + 1), then the right side of (2.3)
becomes

a

{
k1

|k|
a2|k|

a2(|k|+1) − 1
− k1 + 1

|k| + 1

a2(|k|+1) − 1

a2(|k|+2) + 1

}
= a

{
k1

(|k| + 1
)(

a2(|k|+2) + 1
)(

a2|k| + 1
) − |k|(k1 + 1)

(
a2(|k|+1) − 1

)2}
l−1



T. Bhattacharyya, J. Sarkar / J. Math. Anal. Appl. 321 (2006) 242–259 249
= a
{−k2 + k1

(|k| + 1
)(

a4(|k|+1) + a2(|k|+2) + a2|k|)
− |k|(k1 + 1)

(
a4(|k|+1) − 2a2(|k|+1)

)}
l−1

= a
{−k2

(
1 + a4(|k|+1)

) + k1
(|k| + 1

)(
a2(|k|+2) + a2|k|) + 2|k|(k1 + 1)a2(|k|+1)

}
l−1

= a
{−k2

(
1 − a2(|k|+1)

)2 + k1
(|k| + 1

)(
a|k|+2 + a|k|)2}

l−1

= a
{−k2

(
1 − a2(|k|+1)

)2 + k1
(|k| + 1

)
a2|k|(1 + a2)2}

l−1

= ak2

|k|(|k| + 1)

1 − a2(|k|+1)

1 + a2(|k|+2)
− ak1

|k|
a2|k|(1 + a2)2

(1 − a2(|k|+1))(1 + a2(|k|+2))
.

Note that either sequences arising from the last equality converges to zero. Hence for this case
also the limit of (2.3) is zero as |k| → ∞.

3. Characteristic function of a P -contraction

Given a P -contractive tuple T , we are interested in finding a complete unitary invariant for it.
We begin the process of constructing this invariant, which is an operator valued analytic function.

Since T is a P -contractive tuple, the m = |IP |-long operator tuple {√akT
k: k ∈ IP } is a con-

tractive tuple on H. It is convenient to denote both this operator tuple as well as the contraction it
induces from Hm to H by TP . Thus IH � TP T ∗

P and IHm � T ∗
P TP . Associate with T , the two de-

fect operators DT ∗
P

= (IH − ∑
k∈IP

akT
kT ∗k)1/2 and DTP

= (IHm − T ∗
P TP )1/2. The later is also

conveniently represented by the square root of the m×m operator matrix (δklIH−√
akalT

∗kT l),
where k and l belong to IP . Thus DTP

is a bounded operator on Hm. The corresponding defect
spaces are DT ∗

P
= RangeDT ∗

P
⊆ H and DTP

= RangeDTP
⊆ Hm. The following lemma follows

from (I.3.4) of Sz.-Nagy and Foias [30].

Lemma 3.1. For any commuting P -contractive tuple of operator T ,

TP DTP
= DT ∗

P
TP .

Given z in P , denote by zP the m-tuple of complex numbers {√akz
k: k ∈ IP }. Since z is

in P , the tuple zP is in Bm. The contractive operator tuple corresponding to zP is denoted by ZP .
By virtue of the lemma above, we can thus define the characteristic function as follows.

Definition 3.2. Let T be a commuting P -contractive tuple of operators on some Hilbert space H.
Then the characteristic function of T is a bounded operator valued analytic function θT :P →
B(DTP

,DT ∗
P
) defined by

θT (z) = −TP + DT ∗
P

(
IH − ZP T ∗

P

)−1
ZP DTP

, z ∈P .

A remark is in order. The tuple TP , being a commuting contracting tuple, has its own charac-
teristic function on Bm as described in [10], viz.,

θTP
(z) = −TP + DT ∗

P

(
IH − ZT ∗

P

)−1
ZDTP

, z ∈ Bm.

We note that Popescu had studied the characteristic function for a (not necessarily commut-
ing) contractive tuple in [24]. His characteristic function is a multi analytic operator. In a recent
preprint [28], Popescu has proved that the characteristic function for a commuting contractive
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tuple can also be obtained by compressing Popescu’s characteristic function to the symmetric
Fock space. If fP :P → Bm is the natural map sending z ∈ P to zP , then θT (z) = θTP

(fP (z))

for all z ∈P . Hence, θT is the restriction of θTP
to a lower-dimensional manifold in general, viz.,

fP (P).
The first result about θT shows that it is a multiplier.

Lemma 3.3. Let T be a commuting P -contractive tuple of operators on some Hilbert space H.
Then its characteristic function θT is a multiplier with ‖MθT

‖ � 1. Also for z,w ∈ P , we have
the following identity:

I − θT (w)θT (z)∗ = (
I − WP Z∗

P

)
DT ∗

P

(
I − WP T ∗

P

)−1(
I − TP Z∗

P

)−1
DT ∗

P
.

Proof. The fact that the characteristic function θT is a multiplier with ‖MθT
‖ � 1 follows from

Theorem 2.2 by considering the operator

U =
(

T ∗
P DTP

DT ∗
P

−TP

)
∈ B

(
H⊕DTP

,H|IP | ⊕DT ∗
P

)
,

which is a unitary. Also using the condition (2) in the same theorem and some straightforward
computation, one can show the identity of this lemma. �
Corollary 3.4. Given a commuting P -contractive tuple of operators T , its characteristic function
is a contraction.

Proof. Put w = z in the identity of the last lemma to get

I − θT (z)θT (z)∗ = (
1 − P

(|z|2))DT ∗
P

(
I − ZP T ∗

P

)−1(
I − TP Z∗

P

)−1
DT ∗

P
,

and note that the right-hand side is a positive operator. �
Also note that the characteristic function is purely contractive, this means that for all nonzero

h in DTP
, ‖θT (0)h‖ < 1.

By polynomial contractivity of the tuple T , we have

IH � CP,T (IH) � · · · � Cl
P,T (IH) � · · · .

This is a decreasing sequence of positive operators, so converges strongly. Define A∞ ∈ B(B(H))

by

A∞ := s- lim
l→∞Cl

P,T (IH).

Clearly 0 � A∞ � IH.

Definition 3.5. The commuting P -contractive tuple T is called pure if the limit A∞ = 0.

In the case of a single contraction T , the definition of pure is equivalent to T being in the C.0
class considered by Sz.-Nagy and Foias. Further analysis of the characteristic function would
require the following theorem which is a special case of Theorem 3.8 in S. Pott [29].
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Theorem 3.6 (Pott). Let P be a positive regular polynomial and let T be a commuting
P -contractive n-tuple of operators on H. Then there exists a unique bounded linear operator
L :HP (C) ⊗DT ∗

P
→ H such that for all k in N

n and h in DT ∗
P

,

L
(
zk ⊗ h

) = T kDT ∗
P
h.

Also L(f (Mz) ⊗ IDT ∗
P

) = f (T )L for all f in C[z1, z2, . . . , zn].

The following two lemmas relate the map L to the characteristic function.

Lemma 3.7. The operator L obtained in Theorem 3.6 satisfies

L
(
kP (·, z) ⊗ η

) = (
I − TP Z∗

P

)−1
DT ∗

P
η

for all z ∈ P and η ∈DT ∗
P

.

Proof. For each z ∈ P and k ∈ N
n consider the monomial gk,z by gk,z = γkz̄

kwk . Then for each
m ∈ N define fm,z ∈ C[z1, z2, . . . , zn] by

fm,z =
∑

|k|�m

gk,z.

As {wkγ −1
k }k∈Nn is an orthonormal basis for HP (C), we have

∥∥kP (·, z) − fm,z

∥∥2 =
∥∥∥∥ ∑

|k|>m

gk,z

∥∥∥∥2

=
∑

|k|>m

γk

∣∣zk
∣∣2 → 0 as m → ∞

because ‖kP (·, z)‖2 = ∑∞
j=0 P(|z|2)j = ∑

k∈Nn γk|zk|2. Thus

L
(
kP (·, z) ⊗ η

) = lim
m→∞L(fm,z ⊗ η) = lim

m→∞fm,z(T )DT ∗
P
η

= lim
m→∞

( ∑
|k|�m

γkT
kz̄k

)
DT ∗

P
η.

The last quantity is (I − TP Z∗
P )−1DT ∗

P
η. �

We have been informed by the referee of an earlier version of this note that the next lemma
follows closely one of Popescu’s results from [27].

Lemma 3.8.

L∗L + MθT
M∗

θT
= IHP (C)⊗DT ∗

P

.

Proof. Observe that the set {kP (·, z) ⊗ η: z ∈ P, η ∈ DT ∗
P
} form a total set of HP (C). Take

z,w ∈ P and ξ, η ∈ DT ∗
P

. Then, using Lemma 3.7,〈(
L∗L + MθT

M∗
θT

)
kP (·, z) ⊗ ξ, kP (·,w) ⊗ η

〉
= 〈

L
(
kP (·, z) ⊗ ξ

)
,L

(
kP (·,w) ⊗ η

)〉 + 〈
M∗

θT

(
kP (·, z) ⊗ ξ

)
,M∗

θT

(
kP (·,w) ⊗ η

)〉
= 〈(

I − TP Z∗
P

)−1
DT ∗ξ,

(
I − TP W ∗

P

)−1
DT ∗η

〉

P P
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+ 〈
kP (·, z) ⊗ θT (z)∗ξ, kP (·,w) ⊗ θT (w)∗η

〉
= 〈

DT ∗
P

(
I − WP T ∗

P

)−1(
I − TP Z∗

P

)−1
DT ∗

P
ξ, η

〉 + 〈
kP (·, z), kP (·,w)

〉〈
θT (w)θT (z)∗ξ, η

〉
= 〈

DT ∗
P

(
I − WP T ∗

P

)−1(
I − TP Z∗

P

)−1
DT ∗

P
ξ, η

〉 + kP (w, z)
〈
θT (w)θT (z)∗ξ, η

〉
= kP (w, z)

〈(
I − θT (w)θT (z)∗

)
ξ, η

〉 + kP (w, z)
〈
θT (w)θT (z)∗ξ, η

〉
= kP (w, z)〈ξ, η〉
= 〈

kP (·, z) ⊗ ξ, kP (·,w) ⊗ η
〉
.

Fifth equality follows from the fact that

kP (w, z)
(
I − θT (w)θT (z)∗

) = DT ∗
P

(
I − WP T ∗

P

)−1(
I − TP Z∗

P

)−1
DT ∗

P
,

which is obtained from Lemma 3.3. Thus the result follows. �
If the tuple is pure, the operator L is a co-isometry. Hence L∗L is the projection onto the

range of L∗. Thus MθT
M∗

θT
is the orthogonal projection. So RangeL∗ and RangeMθT

are ortho-
complements of each other. It is clear from the definition of L (Theorem 3.6) that RangeL∗ is
an invariant subspace for M∗

zi
for i = 1,2, . . . , n. Thus RangeMθT

is an invariant subspace for
Mzi

for i = 1,2, . . . , n. It is a remarkable fact (see Section 5) that the converse is true, i.e., given
any invariant subspace M of HP (C) ⊗ E , where E is a Hilbert space, one can produce a pure
P -contractive tuple T such that M = RangeMθT

. Moreover, MθT
is a partial isometry.

4. Functional model and a complete unitary invariant

Given a Hilbert space E , we denote by ME
z = (ME

z1
,ME

z2
, . . . ,ME

zn
), the tuple of multiplication

operators on HP (C) induced by the coordinate functions zi . There is a canonical unitary operator
UE :HP (C) ⊗ E → HP (E) with UE (f ⊗ x) = f x for f ∈ HP (C) and x ∈ E . This unitary UE
intertwines Mzi

⊗ IE with ME
zi

and hence is a module isomorphism. In the following we shall
identify the spaces HP (C) ⊗ E and HP (E) via this unitary operator UE . In this way each multi-
plier ϕ ∈ MP (E,E∗) induces a bounded operator Mϕ :HP (C) ⊗ E → HP (C) ⊗ E∗. It is easy to
check that for a given multiplier ϕ ∈MP (E,E∗), the following identity holds:

M∗
ϕ

(
kP (·, z) ⊗ e∗

) = kP (·, z) ⊗ ϕ(z)∗e∗
for all e∗ ∈ E∗ and z ∈ P where kP is as defined in (1.2).

Definition 4.1. Two commuting tuples T = (T1, T2, . . . , Tn) and R = (R1,R2, . . . ,Rn) of
bounded operators on Hilbert spaces H and K are said to be unitarily equivalent if there ex-
ists a unitary operator U from H to K such that Ri = UT iU

∗ holds for all i = 1,2, . . . , n. This
is the same as the two Hilbert modules H and K being module isomorphic.

The purpose of this section is to give the functional model of a given P -contractive tuple
of operators. The multiplication operator tuple Mz = (Mz1 ,Mz2, . . . ,Mzn), where Mzi

is the
multiplication by the co-ordinate function zi , is known as the shift on the functional Hilbert
space HP (C). We have noticed earlier that the shift tuple is a P -contractive, pure, commuting
operator tuple.

Sz.-Nagy and Foias showed that for a given single C.0 contraction T on some Hilbert space H ,
there is a unitary operator U from H onto HT = H(DT ∗) � MθT

H(DT ) such that UT U∗ =
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PHT
Mz|HT

. Our first theorem of this section is the generalization of the result of Sz.-Nagy and
Foias to a P -contractive tuple of operators T .

Theorem 4.2. Let T be a P -contractive, pure commuting n-tuple of operators on a Hilbert
space H. Then T is unitarily equivalent to the commuting tuple T = (T1,T2, . . . ,Tn) on the
functional space HT = (HP (C) ⊗ DT ∗

P
) � MθT

(HP (C) ⊗ DTP
) defined by Ti = PHT

(Mzi
⊗

IDT ∗
P

)|HT
for 1 � i � n.

Proof. Since T is pure, the map L of Theorem 3.6 is a coisometry. Thus H is identified with
its isometric image L∗H in HP (C) ⊗ DT ∗

P
. The projection onto the closed subspace L∗H is

L∗L. By Lemma 3.8, the subspace L∗H is thus the orthogonal complement of the range of the
projection MθT

M∗
θT

:

L∗H = (
HP (C) ⊗DT ∗

P

) � MθT

(
HP (C) ⊗DTP

)
.

Theorem 3.6 also provides an intertwining property of L, i.e., TiL = L(Mzi
⊗ IDT ∗

P

) and this
finishes the proof. �
Definition 4.3. Given two commuting P -contractive tuples T and R on Hilbert spaces H and K,
the characteristic functions of T and R are said to coincide if there exist unitary operators
τ :DTP

→ DRP
and τ∗ :DT ∗

P
→DR∗

P
such that the following diagram commutes for all z in P :

DTP

θT (z)

τ

DT ∗
P

τ∗

DRP θR(z)
DR∗

P
.

The following proposition is immediate.

Proposition 4.4. The characteristic functions of two unitary equivalent commuting P -contractive
tuples coincide.

Here is an interesting application of the proposition above. First specialize to the Arveson
polynomial and then recall from [6,7] that Arveson defined the curvature invariant of a contrac-
tive finite rank Hilbert module H to be

K(H) =
∫

∂Bn

lim
r↑1

(
1 − r2) traceF(rζ ) dσ (ζ ),

where

F(z)ξ = DT ∗(I − ZT ∗)−1(I − T Z∗)−1DT ∗ξ, z ∈ Bn, ξ ∈DT ∗ .

Corollary 4.5. Let H and K be two isomorphic finite rank contractive Hilbert modules. Then
their curvature invariants are the same.

Proof. Note first that

I − θT (z)θT (z)∗ = (
1 − |z|2)DT ∗(I − ZT ∗)−1(I − T Z∗)−1DT ∗ .
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Let T and R be the associated operator tuples with H and K, respectively. Thus there exist two
unitary operators τ :DT → DR and τ∗ :DT ∗ → DR∗ such that the following diagram commutes
for all z in Bn:

DT
θT (z)

τ

DT ∗

τ∗

DR θR(z)
DR∗ .

Also it is clear that the dimension of the defect spaces DT ∗ and DR∗ are the same. Since θT (z) =
τ ∗∗ θR(z)τ, for all z ∈ Bn, a calculation gives the following identity:

IDT ∗ − θT (z)θT (z)∗ = τ ∗∗
(
IDR∗ − θT (z)θR(z)∗

)
τ∗.

Using the above equality with the fact that trace is preserved under unitary conjugation, one gets

K(H) = lim
r↑1

∫
∂Bn

trace
(
1DT ∗ − θT (rz)θT (rz)∗

)
dσ(z)

= lim
r↑1

∫
∂Bn

trace
(
τ ∗∗

(
ID∗

R
− θR(rz)θR(rz)∗

)
τ∗

)
dσ(z)

= lim
r↑1

∫
∂Bn

trace
(
ID∗

R
− θR(rz)θR(rz)∗

)
dσ(z) = K(K). �

Now we prove the converse of Proposition 4.4 for pure tuple of operators.

Proposition 4.6. Let T and R be two P -contractive, pure commuting tuples of operators acting
on H and K, respectively. If their characteristic functions θT and θR coincide, then the tuples T

and R are unitarily equivalent.

Proof. Let τ ′ :DTP
→ DRP

and τ ′∗ :DT ∗
P

→ DR∗
P

be two unitary operators such that the follow-
ing diagram:

DTP

θT (z)

τ ′

DT ∗
P

τ ′∗

DRP θR(z)
DR∗

P

commutes for all z in P . The operators τ ′ and τ ′∗ give rise to unitary operators τ =
1 ⊗ τ ′ :HP (C) ⊗ DTP

→ HP (C) ⊗ DRP
and τ∗ = 1 ⊗ τ ′∗ :HP (C) ⊗ DT ∗

P
→ HP (C) ⊗ DR∗

P

which satisfy the intertwining relation

MθR
τ = τ∗MθT

.

A little computation using this relation shows that τ∗|HT
: HT → HR is an unitary operator, where

HT and HR are the model spaces for T and R as in Theorem 4.2. Moreover, this unitary inter-
twines (M∗

z ⊗IDT ∗ )|HT
with (M∗

z ⊗IDR∗ )|HR
componentwise. Thus τ∗|HT

intertwines the model
tuples PHT

(Mz ⊗ IDT ∗ )|HT and PHR
(Mz ⊗ IDR∗ )|HR . But then Theorem 4.2 shows that T and

R are unitarily equivalent. �
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Thus we can state that:

Theorem 4.7. Two P -contractive, pure commuting tuple of operators T and R on the Hilbert
spaces H and K respectively are unitarily equivalent if and only if their characteristic functions
coincide.

For two pure P -contractive n-tuple of operators T and R on H, the tuples TP and RP are
pure commuting contractive m-tuples of operators. Of course, T and R are unitarily equivalent
if and only if TP and RP are so. It was shown in [10] that the characteristic function is a com-
plete unitary invariant for a pure commuting contractive tuple. Popescu in a recent preprint [28]
obtained a generalization of this fact using the characteristic function of a contractive tuple and
then restricting it to a suitable subspace of the Fock space. Thus unitary equivalence of TP and
RP happens if and only if θTP

and θRP
coincide. But these are bounded operator valued analytic

functions on Bm. The analysis above shows that to conclude unitary equivalence of T and R it
is enough to show the coincidence of their characteristic functions as defined in Definition 3.2
which are bounded operator valued analytic functions on a lower dimensional manifold.

5. Invariant subspaces of Mz

In this section we give an elementary new proof of a known result, viz., the Beurling theorem
for the tuple (Mz1 ,Mz2, . . . ,Mzn) on the functional Hilbert space HP (C) using the characteristic
function. McCullough and Trent proved existentially that Beurling–Lax–Halmos (BLH) Theo-
rem holds for complete Nevanlinna–Pick kernels, see [20, Theorem 0.7] for details. However,
we construct the Beurling function as the characteristic function for the restriction of Mz to the
orthocomplement of the invariant subspace.

Definition 5.1. A joint reducing subspace for a commuting tuple of operators T on a Hilbert
space H is a closed subspace M of H such that TiM ⊆ M and T ∗

i M ⊆ M for all i =
1,2, . . . , n.

It is not hard to see that there are many reducing subspaces for each Mzi
on HP (C). The next

theorem gives an elementary proof of the fact that in HP (C), the tuple Mz has no joint reducing
subspace.

Theorem 5.2. A joint reducing subspace M for the tuple Mz is either {0} or the full space
HP (C).

Proof. Let M be a nonzero reducing subspace of HP (C). Take f ∈ M such that f �= 0. Let
f = ∑

akz
k and without loss of generality we can assume that the constant term of f is nonzero.

Otherwise if al is the first nonzero coefficient, then apply M∗
z

l on f to get an element of M
whose constant term is nonzero. Then using the identity in 1.3, we see that PE0f ∈ M. Thus the
constant term of f is in M, so all polynomial are in M and as polynomials are dense in HP (C),
M = HP (C). So there is no nontrivial joint reducing subspace of Mz. �
Definition 5.3. An operator valued analytic function ϕ :P → B(E,E∗), where E and E∗ are
Hilbert spaces is called inner if ϕ ∈ MP (E,E∗) and if Mϕ is a partial isometry.
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Now we deduce the Beurling theorem for the functional Hilbert space HP (C).

Theorem 5.4. Let M be an invariant subspace for Mz on HP (C). Then there exists a Hilbert
space E and an inner function Φ :P → B(E,C) such that

M = ΦHP (E).

Proof. Let T be the n-tuple of operators on M⊥ defined by

T = (PM⊥Mz1 |M⊥ ,PM⊥Mz2 |M⊥ , . . . ,PM⊥Mzn |M⊥).

As Mz is a pure commuting tuple, so T is also a pure and commuting operator tuple on M⊥.
Let us prove that for the tuple T , the defect space DT ∗

P
is of rank one. By the dilation theorem

(Theorem 1.3), (Mz1 ⊗ IDT ∗
P

,Mz2 ⊗ IDT ∗
P

, . . . ,Mzn ⊗ IDT ∗
P

) is the minimal dilation of T on the

minimal dilation space HP (C)⊗DT ∗
P

. Also by the definition of the tuple T , (Mz1 ,Mz2, . . . ,Mzn)

is a dilation of T on the dilation space HP (C). Since the minimal dilation space of a tuple of
operators is unique, it is enough to show that the later dilation is also minimal, i.e., to show that

sp
{
Mk

z h: k ∈ N
n, h ∈ M⊥} = HP (C).

But the subspace in the left-hand side of the equality is a proper joint reducing subspace which
is a contradiction by Theorem 5.2. Thus DT ∗

P
is of rank one.

Now let us consider the characteristic function for the tuple T . As the tuple is pure, so Theo-
rem 4.2 says that

M⊥ = (
HP (C) ⊗DT ∗

P

) � MθT

(
HP (C) ⊗DTP

)
.

By the identification of DT ∗
P

with C, we have M = MθT
(HP (C) ⊗DTP

). �
6. Boundary behaviour

We conclude the paper with the boundary behaviour of the characteristic function in the case
of the Euclidean unit ball. Also, a result of Arveson follows easily from this boundary behaviour.
First note that the radial limit of θT exists for σ -a.e. λ ∈ ∂Bn where σ is the unique rotation
invariant measure on the boundary because θT is a bounded analytic function on Bn. We shall
call the limit θT (λ).

Theorem 6.1. Let T be a pure commuting contractive tuple of operators on the Hilbert space H
with DT ∗ being finite-dimensional. Then θT (λ) is a partial isometry σ -a.e.

Proof. To show that θT (λ) is a partial isometry σ -a.e. for λ ∈ ∂Bn, we need to show that θT (λ)∗
is isometric σ -a.e. on Range θT (λ). Now for z ∈ Bn and h ∈DT ,∥∥θT (z)∗θT (z)h

∥∥2

= 〈
θT (z)θT (z)∗θT (z)h, θT (z)h

〉
= 〈(

I − (
1 − |z|2)DT ∗(I − ZT ∗)−1(I − T Z∗)−1DT ∗

)
θT (z)h, θT (z)h

〉
= ∥∥θT (z)h

∥∥2 − (
1 − |z|2)〈DT ∗(I − ZT ∗)−1(I − T Z∗)−1DT ∗θT (z)h, θT (z)h

〉
= ∥∥θT (z)

∥∥2 − (
1 − |z|2)〈kT (z)∗kT (z)θT (z)h, θT (z)h

〉
,
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where kT (z) = (I − T Z∗)−1DT ∗ . So for 0 < r < 1 and λ ∈ ∂Bn, we have∥∥θT (rλ)∗θT (rλ)h
∥∥2 = ∥∥θT (rλ)h

∥∥2 − (
1 − r2)〈kT (rλ)∗kT (rλ)θT (rλ)h, θT (rλ)h

〉
.

So taking the limit as r → 1, one gets∥∥θT (λ)∗θT (λ)h
∥∥2 = ∥∥θT (λ)h

∥∥2
,

σ -a.e. on ∂Bn. �
Let M, T and θT be as in Theorem 5.4. Then PM = MθT

M∗
θT

. Given any orthonormal basis

{ei}i∈N of DT , define ϕi ∈ H 2
n by ϕi(z) = θT (z)ei for i ∈ N. Then ϕi is a multiplier on H 2

n for
each i. For z in Bn, we have〈

MθT
M∗

θT
k(·, z), k(·, z)〉 = ∥∥M∗

θT
k(·, z)∥∥2 = ∥∥k(·, z) ⊗ θT (z)∗1

∥∥2

= ∥∥k(·, z)∥∥2 ∑
i�1

∣∣〈θT (z)∗1, ei

〉∣∣2
.

Now |〈θT (z)∗1, ei〉| = |〈1, θT (z)ei〉| and since the last inner product is in DT ∗ , which is one-
dimensional, we have |〈θT (z)∗1, ei〉| = |θT (z)ei | = |ϕi(z)|. So〈

MθT
M∗

θT
k(·, z), k(·, z)〉 = ∥∥k(·, z)∥∥2 ∑

i�1

∣∣ϕi(z)
∣∣2

.

It is easy to see that the right-hand side of the equality above is the same as 〈∑i Mϕi
M∗

ϕi
k(·, z),

k(·, z)〉. Thus the following identity is immediate:

PM = MθT
M∗

θT
=

∑
i�1

Mϕi
M∗

ϕi
,

where the convergence is in the strong operator topology. Such a sequence {ϕi}i�1 is called in-
ner if the boundary functions (also denoted by ϕi ) satisfy

∑ |ϕi(λ)|2 = 1 almost everywhere
with respect to σ . Arveson showed in [7] that if M contains a nonzero polynomial, then the
corresponding sequence {ϕi}i�1 is inner and he conjectured that the same will be true for any
submodule M. Greene, Richter and Sundberg proved the conjecture in [18] in a more general
setting. They considered those complete Nevanlinna–Pick kernels which satisfied a certain nat-
ural condition. Their class included the class of all U -invariant kernels. We give a simple proof
in the case of Arveson space using the characteristic function.

Theorem 6.2. Let M be a multiplication invariant subspace of the Arveson space H 2
n . Then there

exists an inner sequence {ϕi}i�1 corresponding to M such that MθT
M∗

θT
= ∑

i�1 Mϕi
M∗

ϕi
.

Proof. Observe that∑
i�1

∣∣ϕi(z)
∣∣2 = 1

‖kz‖2

∑
i�1

〈
Mϕi

M∗
ϕi

kz, kz

〉 = 1

‖kz‖2

〈
MθT

M∗
θT

kz, kz

〉 = 1

‖kz‖2

∥∥M∗
θT

kz

∥∥2
.

This gives∑
i�1

∣∣ϕi(z)
∣∣2 = ∥∥θT (z)∗1

∥∥2
.

But ‖θT (λ)∗1‖2 = 1 a.e. for λ ∈ ∂Bn. Hence for a.e. [σ ], λ ∈ ∂Bn,
∑

i�1 |ϕi(z)|2 = 1. �
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