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Abstract. Let $T$ be a compact operator on a Hilbert space such that the
operators $A = \frac{1}{2}(T + T^*)$ and $B = \frac{1}{2i}(T - T^*)$ are positive. Let $\{s_j\}$ be the
singular values of $T$ and $\{\alpha_j\}, \{\beta_j\}$ the eigenvalues of $A, B$, all enumerated in
decreasing order. We show that the sequence $\{s_j^2\}$ is majorised by $\{\alpha_j^2 + \beta_j^2\}$.
An important consequence is that, when $p \geq 2$, $\|T\|_p^2$ is less than or equal to
$\|A\|_p^2 + \|B\|_p^2$, and when $1 < p < 2$, this inequality is reversed.

1. Introduction

Let $T$ be a bounded linear operator on a complex separable Hilbert space $\mathcal{H}$. We
can write $T = A + iB$, where $A, B$ are Hermitian. Such a decomposition is unique,
and we have $A = \frac{1}{2}(T + T^*), B = \frac{1}{2i}(T - T^*)$. The operators $A$ and $B$ are called the
real and imaginary parts of $T$. There is a fairly extensive literature on connections
between various objects like norms, determinants, eigenvalues and singular values
associated with $A, B$ and $T$. See [2] and [5, Chapter 9].

Let $T$ be a Hilbert-Schmidt operator and let $\|T\|_2 = (\text{tr } T^*T)^{1/2}$ be its Hilbert-
Schmidt norm. It is easy to see that
\begin{equation}
\|T\|_2^2 = \|A\|_2^2 + \|B\|_2^2.
\end{equation}
This is not true for other norms, like the operator bound norm $\| \cdot \|$ or the Schatten
$p$-norms, $p \neq 2$. The next best thing would be to replace the equality sign by an
inequality. Even that is not true. It is easy to construct $2 \times 2$ examples to see that
$\|T\|_2^2$ could be larger than $\|A\|_2^2 + \|B\|_2^2$ in some cases, and smaller in some others.

However, when $A$ and $B$ are positive, we have an interesting result due to Mirman [6]; in this case
\begin{equation}
\|T\|_2^2 \leq \|A\|_2^2 + \|B\|_2^2.
\end{equation}
See also [2, p. 25] and [4].

We may ask whether more is true in this case, and in particular, whether this
inequality is true for other norms. This question will be answered in this paper.

Let $x = (x_1, x_2, \ldots)$ and $y = (y_1, y_2, \ldots)$ be real sequences whose coordinates
have been arranged in decreasing order. We say that $x \prec_w y$ ($x$ is weakly majorised by $y$).
by \( y \) if

\[
\sum_{j=1}^{k} x_j \leq \sum_{j=1}^{k} y_j, \quad k = 1, 2, \ldots
\]

If \( x \) and \( y \) terminate after \( n \) terms, we say that \( x \prec y \) (\( x \) is majorised by \( y \)) if in addition to the inequalities (1.3) we have

\[
\sum_{j=1}^{n} x_j = \sum_{j=1}^{n} y_j.
\]

These relations have been studied in detail in connection with analysis of matrices and compact operators. See [2], [3], [5], [7].

Now suppose \( T \) is a compact operator, and its real and imaginary parts \( A \) and \( B \) are positive. Let \( s_1 \geq s_2 \geq \cdots \) be the singular values of \( T \), \( \alpha_1 \geq \alpha_2 \geq \cdots \) the eigenvalues of \( A \), and \( \beta_1 \geq \beta_2 \geq \cdots \) those of \( B \). We will keep this notation fixed now. Our first theorem establishes a majorisation relation between these sequences.

**Theorem 1.** Let \( T \) be a compact operator on \( \mathcal{H} \), and suppose \( T = A + iB \) where \( A \) and \( B \) are positive. If \( \mathcal{H} \) is finite-dimensional, then we have the majorisation

\[
\{ s_j^2 \} \prec \{ \alpha_j^2 + \beta_j^2 \}.
\]

If \( \mathcal{H} \) is infinite-dimensional, then we have the weak majorisation

\[
\{ s_j^2 \} \prec_w \{ \alpha_j^2 + \beta_j^2 \}.
\]

The next two theorems follow as corollaries. For \( 1 \leq p < \infty \), let \( \| T \|_p = (\sum s_j^p)^{1/p} \) be the Schatten \( p \)-norm of \( T \). The operator norm \( \| T \| \) is also written as \( \| T \|_\infty \). When we write \( \| T \|_p \), we assume implicitly that \( T \) is in the Schatten \( p \)-class.

**Theorem 2.** Let \( T \) be a compact operator, and let \( T = A + iB \) where \( A \) and \( B \) are positive. Then

\[
\| T \|_p^2 \leq \| A \|_p^2 + \| B \|_p^2 \quad \text{for} \quad 2 \leq p \leq \infty,
\]

\[
\| T \|_p^2 \geq \| A \|_p^2 + \| B \|_p^2 \quad \text{for} \quad 1 \leq p \leq 2.
\]

**Theorem 3.** Let \( T \) be an operator on an \( n \)-dimensional Hilbert space. Suppose \( T = A + iB \) where \( A, B \) are positive. Then

\[
\prod_{j=n-k+1}^{n} s_j \geq \prod_{j=n-k+1}^{n} |\alpha_j + i\beta_j| \quad \text{for} \quad 1 \leq k \leq n.
\]

When \( k = n \), the inequality (1.9) can be written as

\[
|\det T| \geq \prod_{j=1}^{n} |\alpha_j + i\beta_j|.
\]

This is a known inequality proved by N. Bebiano; see [1], [2, Theorem VI.7.6]. Theorem 3 is a substantial generalisation of this.
2. Proofs and remarks

Proof of Theorem 1. Let \( \dim \mathcal{H} = n \). Then equation (1.1) says

\[
\sum_{j=1}^{n} s_j^2 = \sum_{j=1}^{n} (\alpha_j^2 + \beta_j^2).
\]

Therefore, to prove (1.5) it suffices to prove that

\[
\sum_{j=n-k+1}^{n} s_j^2 \geq \sum_{j=n-k+1}^{n} (\alpha_j^2 + \beta_j^2), \quad 1 \leq k \leq n.
\]

The left-hand side of (2.1) has an extremal representation

\[
\sum_{j=n-k+1}^{n} s_j^2 = \min \{ \text{tr } U^*T^*TU : U \in \mathbb{C}^{n \times k}, U^*U = I \}.
\]

See [2, p. 24]. Here \( \mathbb{C}^{n \times k} \) is the space of \( n \times k \) matrices. The condition \( U^*U = I \) says that \( U \) is an isometry from a \( k \)-dimensional space into \( \mathcal{H} \). The operator \( UU^* \) is then a projection operator. So, \( I = UU^* \). This implies

\[
U^*T^*TU = U^*T^* \cdot I \cdot TU \geq U^*T^* \cdot UU^* \cdot TU = U^*(A - iB)U \cdot U^*(A + iB)U = (U^*AU)^2 + (U^*BU)^2 + i[U^*AU, U^*BU],
\]

where \([X, Y]\) stands for the commutator \( XY - YX \). It follows that

\[
\text{tr } U^*T^*TU \geq \text{tr } (U^*AU)^2 + \text{tr } (U^*BU)^2.
\]

Now let \( \lambda_j(U^*AU), 1 \leq j \leq k, \) be the eigenvalues of \( U^*AU \) enumerated in decreasing order. The operator \( U^*AU \) is a compression of \( A \) to a \( k \)-dimensional subspace. Hence, by Cauchy’s Interlacing Theorem [2, Corollary III. 1.5] we have

\[
\lambda_j(U^*AU) \geq \alpha_{j+n-k}, \quad 1 \leq j \leq k.
\]

By the same argument

\[
\lambda_j(U^*BU) \geq \beta_{j+n-k}, \quad 1 \leq j \leq k.
\]

So, from (2.3) we have

\[
\text{tr } U^*T^*TU \geq \sum_{j=n-k+1}^{n} (\alpha_j^2 + \beta_j^2).
\]

The inequality (2.1) follows from (2.2) and (2.4).

We can prove the infinite-dimensional case from the finite-dimensional one. By the Fan Maximum Principle [2], [3],

\[
\sum_{j=1}^{k} s_j(T) = \max \sum_{j=1}^{k} |\langle e_j, T f_j \rangle|, \quad k = 1, 2, \ldots ,
\]

where the maximum is taken over all orthonormal tuples \( e_1, \ldots, e_k \), and \( f_1, \ldots, f_k \).

Now for a fixed \( m \), let \( P \) be the projection onto the space spanned by the vectors \( e_j \) and \( f_j, j = 1, 2, \ldots, m \). Then the weak majorisation (1.6) holds for the
finite-dimensional operator $PTP$; i.e., if $\{s_j'\}$ are the singular values of $PTP$ and $\{\alpha_j', \beta_j'\}$ the eigenvalues of $PAP$ and $PBP$, respectively, then

$$\sum_{j=1}^{k} (s_j')^2 \leq \sum_{j=1}^{k} [ (\alpha_j')^2 + (\beta_j')^2], \quad 1 \leq k \leq m. \tag{2.6}$$

However, by (2.5) and the definition of $P$, the left-hand side of (2.6) is the same as $\sum s_j^2$. On the other hand, the right-hand side is smaller than $\sum (\alpha_j^2 + \beta_j^2)$. This is so because the effect of a compression is to give the weak majorisation $\{\alpha_j'\} \prec_w \{\alpha_j\}$ [2, Problem II. 5.4], and the square function preserves this relation [2, Example II. 3.5]. Thus the relation (1.6) follows from (2.6).

**Proof of Theorem 2.** We will prove the theorem when $\dim \mathcal{H} = n$. The infinite-dimensional case follows from this by a limiting argument.

For $p \geq 2$, the function $f(t) = t^{p/2}$ is convex. Hence, the majorisation (1.5) implies that

$$\{s_j^p\} \prec_w \{(\alpha_j^2 + \beta_j^2)^{p/2}\}. \tag{2.7}$$

See [2, p. 42]. In particular,

$$\sum_{j=1}^{n} s_j^p \leq \sum_{j=1}^{n} (\alpha_j^2 + \beta_j^2)^{p/2}. \tag{2.8}$$

So, by Minkowski’s Inequality

$$\left(\sum_{j=1}^{n} s_j^p\right)^{2/p} \leq \left(\sum_{j=1}^{n} \alpha_j^p\right)^{2/p} + \left(\sum_{j=1}^{n} \beta_j^p\right)^{2/p}. \tag{2.9}$$

This is the same as the assertion (1.7).

For $1 \leq p \leq 2$, the function $f(t) = t^{p/2}$ is concave. So, from (1.5) we get the inequality (2.8) in the reverse direction. For these exponents the Minkowski Inequality too goes in the reverse direction. So, we get the inequality (2.9) in the reverse direction. This is our assertion (1.8). \hfill \square

The majorisation (1.6) shows that

$$\Phi(\{s_j^2\}) \leq \Phi(\{\alpha_j^2 + \beta_j^2\}) \leq \Phi(\{\alpha_j^2\}) + \Phi(\{\beta_j^2\}),$$

for every symmetric gauge function, and hence,

$$|||T^*T||| \leq |||A^2||| + |||B^2|||, \tag{2.10}$$

for every unitarily invariant norm. This is the same as saying

$$|||T|||^2_Q \leq ||A||^2_Q + ||B||^2_Q, \tag{2.11}$$

for every $Q$-norm. (See [2, Chapter IV] for the relevant definitions and facts.) The inequality (1.7) is included in (2.11) as a special case. Note that the identity

$$A^2 + B^2 = \frac{1}{2} (T^*T + TT^*)$$

gives

$$|||A^2 + B^2||| \leq |||T^*T|||, \tag{2.12}$$

without the restriction that $A, B$ be positive. With this additional restriction, we have the inequality (2.10) to complement (2.12).
Proof of Theorem 3. The function \( f(t) = -\frac{1}{2} \log t \) is convex on the positive half line. So, the majorisation (1.5) implies
\[
\{ - \log s_j \} \prec_w \{ - \log |\alpha_j + i\beta_j| \}.
\]
This is equivalent to saying
\[
\sum_{j=n-k+1}^{n} \log s_j \geq \sum_{j=n-k+1}^{n} \log |\alpha_j + i\beta_j|, \ 1 \leq k \leq n.
\]
Taking exponentials, we get the inequality (1.9) from this. \( \square \)
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