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Abstract

We provide a simple and straightforward procedure for defining a Virasoro algebra based
on the diffeomorphisms near a null surface in a spacetime and obtain the entropy density of
the null surface from its central charge. We use the off-shell Noether current corresponding
to the diffeomorphism invariance of a gravitational Lagrangian L(gap, Rabed) and define the
Virasoro algebra from its variation. This allows us to identify the central charge and the
zero mode eigenvalue using which we obtain the entropy density of the Killing horizon. Our
approach works for all Lanczos-Lovelock models and reproduces the correct Wald entropy.
The entire analysis is done off-shell without using the field equations and allows us to define
an entropy density for any null surface which acts as a local Rindler horizon for a particular
class of observers.

1 Introduction and Motivation

Several recent results strongly indicate the possibility that the field equations of gravity have
the same status as the equations of fluid mechanics or elasticity. (For a recent review, see
Ref. [1].) This approach has a long history originating from the work of Sakharov [2] and
interpreted in many ways by different authors (for a incomplete sample of references, see Ref.
[3]). One specific implementation of this idea considers the field equations of the theory to
be ‘emergent’ in a well-defined sense, rather than use that term in a more speculative vein
— like e.g., considering the space and time themselves to be emergent etc. The evidence for
such a specific interpretation comes from different facts like the possibility of interpreting the
field equation in a wide class of theories as thermodynamic relations [4], the nature of action
functional in gravitational theories and their thermodynamic interpretation [5], the possibility
of obtaining the field equations from a thermodynamic extremum principle [6], application of
equipartition ideas to obtain the density of microscopic degrees of freedom [7], the equivalence
of Einstein’s field equations to the Navier-Stokes equations near a null surface [8] etc. Two key
features of this paradigm are the following.

e First, these results show that the connection between gravitational dynamics and hori-
zon thermodynamics is quite deep and goes well beyond Einstein’s theory of gravity. It
seems to have its roots in general covariance and principle of equivalence which allows
one to introduce the concept of local Rindler observers and local Rindler horizons in the
neighbourhood of any event in the spacetime. (For a conceptual description of this point
of view, see Ref. [9].) In fact, the strongest theoretical evidence for such an emergent
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paradigm is the fact that the results related to the thermodynamics of the horizons in
the context of GR generalizes in a natural fashion, to a much wider class of theories like
Lanczos-Lovelock models.

e Second, it appears to be possible and useful to attribute an observer dependent entropy
density to any null surface rather than to horizons which arise as solutions to the field
equations. The entropy density (in contrast to the temperature) knows the underlying
field equations and, in fact, the field equations can be obtained by extremizing a suitably
defined entropy density of spacetime.

The emergent paradigm, therefore, motivates us to study all the conventional approaches to
the derivation of horizon entropy from a broader perspective. We know from the pioneering works
of Bekenstein [10] and Hawking [I1] that, in GR, one can attribute an entropy S = (1/4)A to a
black hole horizon where A is the horizon area. In the decades following the original derivation,
several alternative approaches have led to the same expression for black hole entropy in GR;
(see, for a nonrepresentative sample, Refs. [12] 13| 14]). But we should keep in mind the fact
that area has a simple geometrical meaning which allows one to obtain the horizon entropy in
GR (once we know the result!) in several different ways creating an impression of “universality”
for this result.

On the other hand, the proportionality between entropy and area does not hold for more
general class of gravitational theories in which the entropy is given by a prescription due to Wald
[15] which essentially identifies the horizon entropy with a suitably defined Noether charge.
Many of the approaches which correctly reproduces S o« A in the context of GR cannot be
generalized in a natural fashion to more general class of theories like, for example, Lanczos-
Lovelock models. (One such example, which does not generalise, is the entanglement entropy;
see, for example, Ref. [16].) Therefore, the possibility of generalization beyond GR acts as an
acid test in discriminating between the different approaches for obtaining the horizon entropy.
Further, in the context of emergent paradigm, the entropy density of a null surface is a primitive
concept which should not require one to use the field equations. In other words, one should
be able to derive the expression for entropy using only off-shell constructs and in a manner
applicable to any local Rindler horizon. In summary, we expect valid procedures for obtaining
the entropy of the horizon to satisfy the following three criteria:

e It should be based on off-shell constructs which are independent of the field equations.

e One should be able to use the procedure to obtain the entropy density of any null surface
which can act as a local Rindler horizon rather than be specific to certain solutions to the
field equations like black holes.

e The method should work for all Lanczos-Lovelock models of gravity rather than be specific
to Einstein’s theory.

Past work has shown that many of the usual derivations does satisfy these criteria which formed
the basis for the claim that the gravity-thermodynamics connection transcends GR.

In this paper, we explore yet another approach to horizon entropy explored in the literature,
mainly in the context of black hole horizons, using the existence of a Virasoro algebra and
central charge in these spacetimes. This is based on an approach by Brown and Henneaux
initiated by [I7], which was originally used in the context of the (1 + 2) dimensional gravity
with asymptotically AdS space-time. They found that the Fourier modes @); of the charges
corresponding to the asymptotic diffeomorphism symmetry generators obey Virasoro algebra
with central extension:

C
Z[me Qn] = (m - n)Qm+n + Em35m+n,0 s (1)



where C' is known as the central charge. The work by Strominger [I8] and others showed that if
one uses the above central charge in the Cardy formula [19] 20], the resulting entropy comes out
to be the Bekenstein-Hawking entropy for the (1 + 2) dimensional black hole. This was further
developed by Carlip [21], 22] using the diffeomophism symmetry generators near the horizon to
lead to the black hole entropy. In this approach, one begins with the diffeomorphism generators
&2 (x) which preserve a set of boundary conditions near the horizon. The Fourier modes of these
generators obey one sub-algebra, isomorphic to Diff S given by

Z{fm, én}a = (m - n)égn—l—n (2)

where {,} is the Lie bracket. One can then construct the Fourier modes @, of the charges
corresponding to each &%, either by Hamiltonian [23] or a covariant Lagrangian formalism [24]
15l 25 26l 27] and evaluate the Lie brackets among them. A comparison between this algebra
and (Eq. (Il)) allows us to identify the central charge. Finally, one finds the zero mode eigenvalue
Qo and computes the entropy of the black hole using Cardy formula. Several related approaches
have been developed using these ideas with the hope that diffeomorphism symmetry generators
may shed some light towards the microscopic degrees of freedom responsible for entropy of the
horizon [28], 29] 30, B3], 32} B33 34, [35], 36, 37, [38|, 39, [40, [41], 42]. All these approaches developed
in the literature have the following ingredients:

e The Noether current used in the approaches are defined on-shell, usually by ignoring a
term which vanishes when equations of motion are used.

e The calculation of Lie brackets is somewhat complicated and different approaches lead to
slightly different results and it is often not clear how to interpret these differences in the
calculations.

e To obtain the correct result, one often has to impose specific boundary conditions on
the horizon in order to set certain terms to zero. Again, the physical meaning of these
boundary conditions is often not clear.

e Most of the analysis (except the one in [38]) is confined to GR and it is not clear how to
generalize the results for a wider class of theories.

In this paper, we revisit this approach to horizon entropy and show that there is a relatively
simple way of obtaining the central charge and the horizon entropy using the off-shell Noether
current in any generally covariant theory of gravity. The procedure, for example, works in a
straightforward manner for any Lanczos-Lovelock model and does not require us to impose
any boundary conditions to make unwanted terms to vanish. The essential idea is to use the
diffeomorphism invariance of the Lagrangian under z° — z°+¢¢ to define a Noether current J, [¢1]
and then use its variation d¢,.J,[¢1] under a second diffeomorphism z* — 2’ + &} to define the Lie
bracket structure. This can be done without using the explicit form of the Noether current and
thus works for a wide class of gravitational theories. The calculation of the resulting Lie bracket
is quite simple algebraically and leads to the standard results without us having to impose any
extra boundary conditions. One can then identify the resulting Virasoro algebra, the central
charge and the zero-mode eigenvalue. Using these in the Cardy formula leads to the entropy
density of the null surface which turns out to be the same as Wald entropy.
We summarise below the key new features of this paper:

e The current considered here is defined and conserved off-shell i.e. we do not use the
equations of motion in its definition and it is conserved identically []. This is in contrast

LA complete discussion on the derivation of noether current and its conservation for on-shell condition is given
in [43]. In this case a suitable boundary condition is required to obtain the necessary results. But the present
paper, as we shall see, will deal with off-shell situation.



to — and an improvement on — the previous approaches which use equations of motion
extensively.

e The definition of the bracket among the charges is completely general in the sense that
one does not need the explicit expression for the noether current to obtain its structure.

e We provide a discussion of the derivation of the central term (and zero mode energy) from
the surface term contribution dJv® in the Noether current. This is completely new and does
not seem to have been noticed in the previous literature.

e In the derivation of bracket we do not use the equations of motion or specific boundary
conditions (like Dirichlet or the Neumann boundary condition) to make noncovariant terms
vanish; therefore our approach is general enough to include any covariant theory of gravity.
(This feature was missing in the earlier literature which used the equations of motion for
the evaluation of the relevant brackets as an on-shell construct.) As a direct consequence
of the above, the central term we obtain is also an off-shell construct.

The last comment about boundary conditions requires some clarifications. To begin with,
for given Noether current J®, one can assign several Noether potentials J differing by addition
of divergence-free antisymmetric tensors. In our approach, we can take J% o P®4V £, as
the fundamental quantity given to us and define the charge as an integral over the stretched
horizon of J®d¥,,. This is well-defined, when we start from a specific Noether potential J
(rather than Noether current). We then only need to assume that the corresponding integral
in the outer boundary (say, at asymptotically large distance) vanishes to relate integrals over
J®dY. ,p to integrals of J® in the bulk. So we do need an asymptotic boundary condition which is
almost always assumed in such discussions. But in the literature one often finds the use of much
less motivated and possibly more stringent additional boundary conditions to throw away terms
which arise in the computation. For example, a derivation of the bracket among the noether
charges for the I'2 term in Einstein-Hilbert action has been discussed in [42]. Here the noether
potential comes out to be the Katz potential (see the derivation of [25] in section 5.1), which is
not in covariant form. Hence the variation of the potential will contain some terms which are
not again covariant. To deal this issue, one needs to impose some boundary condition such that
the non-covariant terms do not appear in the final expression. (For instance, see the general
discussion around Eq. (4) of the ref. [27].) Here, the variation of the potential is given by
the general expression in Eq. (4) which is ‘integrable’ only under suitable boundary condition.
In particular, for T2 Lagrangian, the Dirichlet or the Neumann boundary condition has been
used [26]. Similar situation arises in some other approaches like the background metric method
[44, 24]. A comment in [26] (see at the beginning paragraph of section 2.2) says that the use of
the background metric is nothing but a covariant way to impose the required boundary conditions.
Thus all these approaches require extra boundary conditions to get the correct result. In our
approach, on the other hand, since our noether current/potential is manifestly covariant, we do
not need any of the above mentioned boundary conditions. In this sense our method does not
care about these boundary conditions, described above.

The plan of the paper is as follows: We begin in section 2 by computing the variation of
Noether current under diffeomorphism and use it in section 3 to define a suitable bracket of the
charges. We also point out the differences between our approach and the previous ones in the
literature in section 3 and in section 4. Section 5 uses Carlip’s procedure to evaluate the horizon
entropy in a general Lanczos-Lovelock model of gravity using the Cardy formula. The details
of the computation are given in Appendix [Bl since we could not find some of these explicitly
done in published literature. The entire procedure is illustrated using the local Rindler horizon
around an event in an arbitrary spacetime in section 6 and section 7 gives the conclusions.



2 Variation of Noether charge under diffeomorphism

For a generally covariant Lagrangian, the conserved Noether current J* can be expressed as
the covariant derivative of an anti-symmetric tensor J called the super-potential with a corre-
sponding current density P®. These quantities satisfy the standard conservation laws which are
valid off-shell:

J =V J%  PY=gJ%  V,J"=0, 9,P"=0. (3)

Let us now consider the variation of the current density itself for an arbitrary diffeomorphism
% — 2% 4 £*. We have:

0P = £eP" = /5| IV + €I~ VY]
= VAV = ) + €90 = g [l - g )] @)
because V;J? = 0. The variation of the corresponding Noether charge is defined as:
5:Q = / d¥q0: Pt = / A8 Vheb T (5)

where h is the determinant of the induced metric of (d — 2)-dimensional boundary in a d-
dimensional spacetime.

The same result can also be obtained from the variation of the super-potential density P® =
VhJ% in the following way:

0P = £eP = VR[JUVE 4 VI = TV TV
— \/E[vc(gc J®Y — geby g Jacvcgb]
= \/E{SbJ“ - S“J”] +VhV, [§“ch +ebge — fcjb“} : (6)

The first term leads to Eq. (B on integration while the second term, after integrating over the
(d — 2)-surface, can be expressed as,

/dzab\/ﬁvc [gajbc Iy £CJab:| _9 / dSar/GVVe [ganc 4ebgea gcha} -0 (7)

where the last equality follows from the fact that the expression in square brackets is antisym-
metric in b, ¢ and is equal in the cyclic permutation of all the three indices. This shows that,
although the variation of the super-potential possesses an extra term, both the current and the
super-potential lead to same expression for the variation of the charge.

3 Virasoro algebra and the central term

We will now define a (Lie) bracket structure for the charges and show that it leads to the usual
Virasoro algebra with the central extension. The analysis will be done for a general Lagrangian
of the kind L = L(gap, Raped)- Let us define the relevant bracket among the charges as:

[Q1, Q2] = (0, QI€2] — 96, QlE1]) (8)

Then using Eq. (&), we obtain the general expression,
@1.Qa) = [ VRdEs [ - 0] = [ VidSa [ - ) )
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where we use the notation J? = J?[¢] etc. We note that: (a) This definition is quite general and
has not used any field equations. (b) The derivation of Eq. (@) is simple and straightforward.
(c) If we use the form J* = V, (V% — V%% for GR one can easily obtain the result obtained
earlier in the literature, like e.g., in Ref. [22]. We will hereafter concentrate on Lanczos-Lovelock
gravity and evaluate Eq. (@) on the (d — 2)-dimensional null surface which is a Killing horizon.

A definition of the Lie bracket is also given in [42] using similar ideas. The main differences
between our definition (@) and that given in [42] are the following: (i) In [42] the Lagrangian
considered was the I'T —I'T part of the Einstein-Hilbert action [25] 26, [42] which is not covariant
and hence the Noether current is not an tensor. In our case we start with a scalar action
and the resulting expressions are tensorial. (ii) In the previous work, while calculating the
variation, of the charge the variation of the diffeomorphism parameter £ was set to zero, i.e.
d¢,&2 = 0 [42] and only the variation of the metric was retained. This is ill defined because
0¢, &0 = £¢,&5 = {&1, &} = 0 which contradicts (2)). In our approach, we use the usual definition
of the Lie derivative and hence this difficulty is automatically avoided.

To evaluate Eq. (@) over the Killing horizon, we will follow the ‘stretched horizon’ approach
of Carlip [22]. Let us first mention some of the key results needed for this computation. The
location of the horizon is defined by the vanishing of the norm of a timelike (approximate) Killing
vector x®. Near the horizon, one can define a vector p®, orthogonal to the orbits of the Killing
vector x%, by the following relation

VaX2 = —2Kpq , (10)

where « is the surface gravity at the horizon, with x%*p, = 0. Consider a class of diffeomorphism
generators given by:

£ =Tx"+ Rp* . (11)

where T" and R are scalar functions chosen such that the generators obey the (near-horizon)
condition [(x*x?)/ X?]6¢gap — 0 which preserves the horizon structure. This condition leads to
a relation among R and T given by:
2 2
R= (XT> XVlT = DT (12)
P2k Kp
where D = x*V,. The diffeomorphism characterised by Eq. (II) and Eq. (I2]) form a closed
sub-algebra, if

PV, T =0, (13)

near the horizon. Later on in Section Bl we will demonstrate this explicitly by using the Rindler
metric in the Riemann normal coordinates and show that the above condition is exact upto
O(x?).

For the Lanczos-Lovelock gravity the expression for J% and J are given by (see, e.g.,[45]),

1 1
Je = PadeV \V4 ’ Jab — PadeV 14
e bVeba e c&d (14)
where Pabed — (OL/ORgpeq) is called the entropy tensor of the Lanczos-Lovelock theory. This
tensor has the same algebraic symmetries of the curvature tensor, viz. it is anti-symmetric in
a,b and ¢, d; symmetric in the interchange of the pairs (a,b) and (¢,d) and P**°9) = (. Near
the Killing horizon, this expression for the Noether current reduces to the following form:

1 1 1
a_ _— pabed ~ (26DT — =D3T 2y, 1
IO =5 XchPdX4( K ~D°T) + O() (15)
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when we use Eq. (B.43)) of Appendix[Bl Since the later analysis will be done near the null surface
where x? — 0, the terms from O(x?) will be neglected and will not be mentioned explicitly. (An
illustration of this fact will be provided in the case of Rindler geometry in Section [6l) Now, the
surface element d¥,, = d?~2X gy is given by Eq. (A2) of Appendix [Al Therefore,

- 1 x 1
b __ d—2 becd 3
dzabfgjl = —(d X)—87TG —,OX4P ec prcdee(Z'fDTl — ED Tl)TQ . (16)
But,
becd 4 becd
PYlipetiea = WP PoXcPdXe - (17)

Substituting this in Eq. (I6]) we obtain,

1 »p 1
AN 8 J0 = d42x — L pabed 2xDTy — —D*T) T . 18
ab£2 1 327TG|X| /Lab,ucd( K 1 K 1) 2 ( )

Hence the bracket Eq. (@) evaluates near the horizon, to,

QuQii= g [ VRETXP
x E(TlD?’Tg — TyDPTy) — 2k(Ty DTy — TgDTl)] (19)
We will next obtain an expression for the charge Q[{] in the near horizon limit:
Qe =5 [ asuvise. (20)
For Lanczos-Lovelock gravity the expression for J® in Eq. (I4) becomes, on using Eq. (B38) of

Appendix [B] to the following form:

1 2K 1
Jab = %Pa’de XcPd |:?T - /{—X2D2T:| . (21)
Next we will show for a Rindler metric in Riemann normal coordinates that the above relation

is exact upto order O(x?). Since,

2
Pade:ucd = _|—X2|Padechd ) (22)
pX
we get,
Jgab— 1P pabed,, d[QKT - lD2T] (23)
167G |x| ¢ K
leading to:
1 d—2 P pabed Lo
Qe = - VA2 X o P g | 26T — - D?T |
327G Ix| K
_ 1 d—2 y pabed Lo
= 57 / VRS2 X Py g [%T— =D T] (24)

We can now compute the central term defined by the relation,

K&1,&] = [Q1, Q2] — Q[{&1,62}] » (25)



where [Q1, Q2] is given by Eq. (I9) and Q[{&1,&2}] will be obtained by using Eq. (24]). The Lie
bracket {£1,&2}%, near the horizon is:

61,6} = &Vies — &Vl
1
= (TlDTg — TQDTl)Xa — ;D(T:[DTQ — TQDTl)pa
= {71, ToIx" + {R1, Ro}p” (26)

where {T1, T2} = (11 DTy — T, DT}), etc. Using this in Eq. (24) we get:

1 - abc 1
Qen&l] =~z | VR XP (T3 o) = DT 7))
G -
1
- _327TG / \/Edd_zXPade:uab;ucd [2K(T1DT2 — T2DT1)
1
——(DTy D*Ty + DTy — DTy DTy — T2D3T1)} (27)

Therefore, substituting Eq. (I9) and Eq. (27)) in Eq. (23], we obtain the central term to be:
Kl&,6] = 5= / Vhd®~ 2XP“deuabucd— DT, D*Ty — DT, D2T1} . (28)

This was obtained earlier in [38] by symplectic current (or potential) technique and using the
on-shell expressions. Here, we derived this using Eq. (@) without using the field equations or
any special boundary conditions thereby demonstrating the generality of the result.

4 Aside: Central term from the surface term contribution to
the Noether current

We know that, the variation of a generally covariant Lagrangian of the from L(gup, Rapeq) under
the variation g% — ¢® + §¢° is given by the generic expression

5(L\/9) = VI[Eap0g™ + Va00°] (29)

where the first term leads to the equation of motion of the form E% = (1/2)T% while the second
term is a surface contribution. When §¢g? arises due to a diffeomorphism z' — 2 + £, this

leads to an off-shell conservation law for the corresponding conserved Noether current (see e.g.,
[45]) given by:

1
Jo = (2E8€" + L€7) + 00" = = Rj& + 00" = — PV, V.80 (30)

167G 16G 887G

where the last equality holds for the Lanczos-Lovelock models. The consistency of these ex-
pressions arises from the fact that for Lanczos-Lovelock models:

a __ paijk . a __ abcd
R = PRy 60 = 22 PV (Vi 4 V.6). (31)

So we can express the boundary term as:
a a a a 2 at,
V0" = Vgt = JGM"; M" = T REE = T GP % Ry (32)

Before proceeding further, we will point out a curious result: We can obtain the same results
for the charge, central term etc, obtained in the previous section by using the contribution from



the boundary term dv® instead of J*. To show this, let us start, as before, with the current
density contributed only by the surface term

Pautl€] = Vgoev® = /g J* — \/gM* (33)
and compute its variation
e, (V30e,0") = VIV | (0,0")EE — (9e,0")EE | + V€IV (30" | (34)
which yields,
e Plutls] = 0e, (V/30e,0") = VGV [E0(IE — ME) — €0(J8 — MB)] + V/GEL Vo (T} — M)
= VIVe(€1J5 — €13) — VaVb(E1MS) + JgM3 V]
= 0 PUl&] — VaV(EIMS) + VIM3VES . (35)

Integrating over the (d — 1) surface we obtain,

[z be P = [ dsieprie - [as./mvieng) + [ as.vagvie

1

[izaderiicl -5 [ acavigs + [as.mmvig @0

Near the horizon (B.43) yields.

PRy 1€ = P,V e — VaViée) = 0 ;
pabed R, 166 = 2Py 7 6 =0 . (37)

Therefore, M* = 0 and hence near the event horizon (33) and (86) lead to the required forms
20) and (@) respectively. Rest of the steps are identical to those in the previous section and
leads to the same central term (28]).

The possible relevance of this result is as follows: In obtaining the conserved Noether current,
one usually uses the diffecomorphism invariance of the Lagrangian which allows one to write
d¢(L\/—g) as a four-divergence. The fact that L is a scalar is sufficient condition for é¢(L\/—g)
to be a total divergence but it is not a necessary condition. There are Lagrangians (like the I'2
in GR) which are not generally covariant scalars but still leads to an expression for d¢(Ly/—g)
which is a total divergence. Obviously, even such Lagrangians will lead to currents K¢ which
satisfy 0,(v/—¢gK*) = 0 but the resulting K* will not be a generally covariant four-vector.
Given the fact that, in GR, both Einstein-Hilbert Lagrangian and the I'*> Lagrangian lead to
such conserved currents shows that their difference — which is purely a surface term — will also
lead to a conserved current. Therefore, in the context of GR, one can repeat the entire analysis
using the current obtained from the surface term of Einstein-Hilbert Lagrangian. Given the fact
that the surface term in Einstein-Hilbert case is known to be closely related to horizon entropy,
this fact de-mystifies the success of Virasoro algebra procedure to a limited extent.

5 Cardy formula and entropy

Using a suitably defined Fourier decomposition of the T} and T in Eq. (28) and Eq. (24]) we can
find the central charge and zero mode eigenvalue, respectively. (The Fourier modes will have
to be chosen such that the modes of the diffeomorphism generators satisfy Eq. (2)). The Cardy
formula [19] 20] will then allow us to compute the entropy associated to the Killing horizon from



the central charge and zero mode eigenvalue. We start with a Fourier decomposition of 77 and
T5 given by:

T = Z ApTn; Ty = ZBnTn > (38)

with A} = A_,, B}, = B_,, and the Fourier modes T},, must be chosen in such a way that the
Fourier modes of diffeomorphism generators &, satisfy Eq. (2]). Substituting Eq. (88)) in Eq. (28]
we obtain:

Conm I 1
Klénél = =Y gt [ VR X P i (DT, DT, = DT, D*T,) (39

where Cp, , = Ay By, and so Oy, = C_y, . Defining the corresponding Fourier decomposition
of

K[gly 62] = Z Cm,nK[Sma Sn] (40)
we find that:
1 1
K[&m, &) = 3o /\/ﬁdd_QXPadeuabuch (DTm DT, — DT,, D*T,,) . (41)

To proceed further we need to choose the explicit form of T;,,. For a stationary space-times
the coordinates near the horizon is chosen such that the (approximate) Killing vector x is
given by x* = (1,0,0,....), (It is possible to consider a more general case, suitable for stationary
spacetimes with rotation; this is mentioned in Appendix [C]). Then the usual ansatz for T, is:

T = é exp [im (ot + g(x) + p.x )] (42)

where « is a constant and g(z) is a function that is regular at the Killing horizon. p is an
integer and x| are the (d — 2) tangential coordinates. Here ¢ — = plane defines the null surface.
This choice of overall normalisation automatically satisfies Eq. (2)) for any «. This can be easily
checked by expressing Eq. (26]) in terms of the Fourier decomposition,

{&,61" = Zcmm{fma Entt = ZCm,n [{va T} x" + {Rm, Ra}p®| . (43)

m,n

Similar choice was made earlier in Ref. [42]. Interestingly, Eq. ([@2) is regular at the Killing
horizon while the T, used in [22], is not. We can now compute the resulting Virasoro algebra,
identify the central charge and compute the entropy. Obviously, the result will depend on the
choice made for o and we need to fix this to get a unique value for entropy. A natural choice,
arising from the fact that near-horizon Rindler geometry exhibits periodicity in imaginary time
with period 27 /k, is

a=kK (44)

However, we will postpone imposing this condition to the end and work with an arbitrary « in
order to see the dependence of the Cardy entropy on «.
Substituting Eq. (42]) in Eq. (41)) and defining a quantity

- 1
A= [ VAP (45)
which is proportional to the Wald entropy, we obtain,
s A«
K[ém, &n] = —zm3% ~Ontm0 - (46)
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(Note that A reduces to the horizon area in the case of GR.). Similarly, using the Fourier
decomposition, Q[¢] = ZAmQ[Sm] in Eq. (24)), we obtain,
m

A s
StGa ™Y

Further, from Eq. 27), on using Q[{{1,&2}] = Z CrnnQ{&m, &n ], we can obtain the relation

Q{&ms&nt] = —i(m — n)Q[{m4n] Wwhere Q[€+n] is given by Eq. ([@T)). Hence, Eq. ([27]) leads to:

Q[gm] = (47)

a

Qs Qal = (m — ) @l6ns] + 1 Lo (49)

This is the standard form of the Virasoro algebra Eq. () with Q[&4n] = Qm+n- We can identify
the central charge and the zero mode eigenvalue as:
C A « A K

2 wmar Y9 gas )

The standard Cardy formula for the entropy is given by [19] 20],

[CA B C
5—271' 77 A:Qo_ﬂ (50)

-l

R % -
K2 4G

which leads to
(51)

This exactly matches with the Wald entropy if we take o = k. In the case of GR, we reproduce
the Bekenstein-Hawking entropy. The motivation for the choice of & = k may be understood by
introducing the Euclidean time which will briefly discussed in the next section.

6 Illustration: Rindler approximation in Riemann normal coor-
dinates

We will illustrate the analysis in the previous sections as well as some mathematical details of
Appendix[Blin the simple context in this section. We consider an arbitrary event in a spacetime
and introduce the Riemann normal coordinates around that event. We next boost to a local
Rindler frame with acceleration parameter s in the x-direction which will introduce a local
Rindler horizon as perceived by the accelerated observers. The form of the metric near the
horizon, in the (x — t) plane is given by,

ds* = — (2/{:17 + B:E2) dt* + ﬁdmz . (52)

For this metric
X =(1,0); xXa= g’ = ( — (252 + sz),0>; X2 = gapxx’ = — (2,«;3: + Ba:2> (53)
showing that x = O(x?) near the horizon. Further from Eq. (I0),
1 a ab 2 2 a b 2z 2
Pa = (O,E(fHBw)); p"=9"pp= (0,2(%w+3w )); p° = gabp"p’ = ?(%JrBw) - (54)
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The Killing horizon is given by (x? = 0)
=0, (55)

and the non-zero Christoffer connections are

Kk + Bx 1
Now using the above values one can easily check that the left hand side of Eq. (I3)) is
0V, T = 2</-m n B:ﬁ) 8, T (57)

which is by Eq. (53) is of O(x?). To illustrate the relation Eq. (2I) we need to calculate left
hand side and right hand side component by component. This leads to

2k + Bz

1 1
abed __ pabed Y abtx [
P g = P Ueepa— (6T — = D°T) + P ( Sl B5)

|
T+ — (i + Bx)a§T> (58)

in which the last term is of the O(x?). Similarly Eq. (5] can be shown that it is exact upto
O(x?).
Also, let us briefly discuss the assumptions and relations which are used in the main analysis
2
to get the final expression. We first calculate % for the above metric which upto order z? is
given by
2

pe 2B 15

?——1—?<2/{$+§Bx> . (59)
near the null surface, which has been used several times, automatically satisfied (see Eq. (53) and
Eq. (54))). Therefore )’;—z = —1+ O(x?) and hence near the Killing horizon one can neglect the

terms from O(x?). A component wise verification will show that another assumption c®V,T = 0
for deriving the relation 2 in Appendix [Bl is exactly satisfied for the above metric.

Finally, consider the Euclideanised version (¢ — —i7) of the metric near the horizon. In the
Euclidean space our analysis still goes through with an ansatz for 7,, taken as,

T, = Leimartgr)tpal) (60)

(07

In this case, near the horizon f{—i = 14 O(x?). Following all the earlier steps one again obtains
the same central term and the zero mode eigenvalue Eq. (49]). So the entropy will be Eq. (&1)).
However, the Euclidean time 7 must have the periodicity 27“, to avoid the conical singularity.
Hence in Eq. (60) we need to choose o = k to maintain this periodicity in 7.

7 Conclusions

The idea of obtaining horizon entropy from diffeomorphism generators near the horizon has a
long history and has been attempted by several people using different techniques following the
pioneering work by Carlip [22]. All these approaches which we have referred to earlier do not
always agree in the details or in the conceptual basis. All of them (as far as we know) were
done on-shell with the equations of motion being used at one stage or the other. They also
involve imposing certain boundary conditions or ignoring variations of certain terms in order to
obtain the final result. Finally, all but the work in Ref. [38] deals with Einstein’s theory which,
as we pointed out in section 1, is a bad discriminator of approaches to identify the entropy. In

12



Finstein’s theory horizon entropy happens to be proportional to horizon area but not in more
general Lanczos-Lovelock models.

In this paper we have attempted to overcome some of the limitations mentioned above. We
have introduced a simple and physically meaningful definition for the variation of the current
and the resultant bracket for the conserved charges. We did not require any specific boundary
conditions in order to work out the central charge. More importantly, our entire analysis is off-
shell and works for Lanczos-Lovelock models of gravity reproducing the correct Wald entropy
for these models. We have also indicated how these ideas can work for any local Rindler horizon
thereby connecting up with concepts in emergent gravity paradigm. We believe this approach
can possibly be further simplified and the mathematical details can be made more transparent.
We are now in the process of investigating these issues further.

Finally, it may be noted that our results add a different perspective to Virasoro algebra
programme, which is possibly more in tune with gravity being an emergent phenomenon, in the
following sense: In the more conventional approaches — which uses charges defined on-shell and
the field equations in the computations — one thinks of the black hole horizon, say, as arising
from a specific theory as a solution to the field equations and we obtain its entropy in the given
theory. (We stress that the entropy of a black hole depends on the theory and is not simply
proportional to horizon area in e.g., Lanczos-Lovelock models.). But in our approach, we only
need the tensor P%°? (which has the symmetries of the curvature tensor and is divergence-free)
to perform our computations and we get the entropy of the horizon to be the Wald entropy
calculated using P*°?. This is more in tune with the emergent, thermodynamic, perspective
of gravity in which the entropy tensor P*°? is more fundamental. Just as thermodynamics of
matter can be studied by extremising an entropy function S(FE,V’), the dynamics of spacetime
can be studied if the entropy tensor P®°¢ is given. Mathematically, this arises because, once
Pabed s given, one can associate a gravitational entropy Pcadb VantVyn® with the null vectors in
spacetime; it can be shown that [6], [I] extremising the total entropy functional for all null vectors
now leads to the field equations of Lanczos-Lovelock models. Therefore, in this perspective,
we start with P*°? which is fundamental; we then determines the entropy density of spacetime
and by extremising it we obtain the field equations. The entropy, in this sense, is an off-shell
construct and can be defined for any geometry if we are given a P The fact that we
can obtain the same entropy from Virasoro programme working entirely off-shell, once P®¢? ig
specified, seems to be consistent with this picture.
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Appendices

A (d —2)-dimensional surface element

In this Appendix we will give the expression for the surface element piqp. The (d—2)-dimensional
null surface we are interested in, is defined by x? = 0 where x is the (approximate) Killing
vector. If we introduce another auxillary null vector N¢ such that y*N, = —1 then d¥,, =
d42 X i, where pigp = —(xaNy — x6Na). A convenient choice for N® can be obtained as follows:
Let t* be the tangent to the (d —2)-surface and k% be a null vector satisfying k,x* = —1, defined

13



by

k" = —% (x“ - %p“> : (A1)

Then we define N® by N® = k% — ax® — t*. The condition N? = 0 requires t> = —2a — o?x 2.
So, to the leading order in x? we have

x|

Lab = _W(Xapb — XbPa) - (A.2)

B Some important relations

In this Appendix we will derive some important relations which are useful in the main calculation.
The relations will be derived based on the relations given by Carlip (see Appendix A of [22]).
These are valid upto the leading order in 2.

Relation 1:

For a Killing vector x*, which is null at the horizon, the rotation is given by,

1
Wab = 5 (hchxa - hEVch> (B.1)
where the transverse metric by is
hy = 05 + X ko + kX - (B.2)

Now substituting (B.2)) in (B.I) we obtain,

1
Wab = 5| — 2Vaxs — XksVaxe + E X Vexa + XEkaVixe — k’cxachz)] (B.3)

Since,

XckbvaXc - _ﬁkbpa 5 (B4)

the above reduces to

1
Wab = [ —2Vaxp + K(kbpa — kap) + kX6 VeXa — KXaVeXs| - (B.5)

Using the expression for k% (AJ)) we obtain,

1 X
kypa = ——5 (Xbpa - upm) (B.6)
X p
and
¢ _ 1 Xl .
KXo Vexa = 5 = xbpa + 20X VeXa ) (B.7)
Substitution of these in (B.A) yields,
1 2k x| . .
Wap = 5 |: — QVaXb + ?(Xapb - Xbpa) + %(ﬂ vach - p Xachb) : (B8)
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Near the horizon, where w,, — 0, we have,

K
Vaxp = ?(Xapb — XbPa) + %(ﬁ%%xa = P“XaVexp) - (B.9)
A solution for V,x, can be taken as
K
Vaxs = ?(Xapb - Xbpa) . (B.lO)

This can be verified by substituting this in Eq. (B.9]). In this case p“xsVeXa — p°XaVexs = 0.
Furthermore, it can be verified component wise that the above is exact for the metric (52). Of
course, if the metric coefficients contain the next leading order in z, then the relation Eq. (B.10)
will have corrections to the order O(x?) which in the near horizon limit can be neglected.

Relation 2:
Let us define a projection tensor

ab a b
O_ab:gab_X X _PP ’ (Bll)

X2 ,02

and assume that 7' satisfies the condition 0%V,T = 0 near the horizon. This tells that the
projection of VT along o is of O(x?). Then

0%

a.,b b
XX P, . (B.12)
2

X2

V,T = VT —

The last term vanishes due to the boundary condition Eq. (I3]). Hence
Xa
V. I'==DT (B.13)
X
where D = x*V,. We can ow obtain several further relations from these. From (B.I3) we get,

D(V,T) = D[%DT] - % [XaD2T + kpa DT . (B.14)
Now use of (B:I0) and the condition (I3]) yield,
Vo(DT) = Vo(x*VT) = —%,%DT + D(V.T) . (B.15)
Substituting (B.14]) in the above we obtain,
V.(DT) = %XQD% : (B.16)

Taking the covariant derivative of (B.13)) and then using (B.10]) and (B.16]) we have,

2K 1
VVeT = —(XvPa — Xaps)DT + pranT - ?XaXbDZT

K
X4
K

1
= —(XoPa + Xaps) DT + ?anbDQT (B.17)

>
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Relation 6:
Consider the following linear combination form for V,pp:
Vaps = A1XaXb + A20ap0 + A3Xapp + Asxopa + Asgar + AsVaXs - (B.18)

This is justified because the calculation is near the null surface in the (¢,2) plane. Since,
Vapy = Vipa, we have A3 = A4 and Ag = 0. Hence,

Vapy = AiXaXp + A2papb + A3(Xapb + XbPa) + Asgab - (B.19)

Then use of the relation X;§b Vapp = —”X—’f (see Appendix A of [22]) leads to,

2
AP + As = —% . (B.20)
Relation: pV,x" — x?Vap® = 0 [(A.2) of [22]] yields,
2 2 Kp?
A1x X + Asx“py + Asxp + R 0, (B.21)

where p®V,x? is computed by using (B.10). Use of (B.20) leads to A3 = 0 = A4 and therefore,
Vapy = A1XaXp + A20apb + AsGap - (B.22)
Now using %ﬁ—bvapb = —%p; + O(x?) (equation A.8 of [22]) we get,

2

Aop? + A5 = —’;LZ +OK?) . (B.23)

Again, Vyp* = —2—;2’£ + O(x?) (equation A.7 of [22]) implies,

2 2 2“02 2

where d is the spacetime dimension. Substituting (B.20) and (B.23]) in the above and neglecting
2

the x? order term, we obtain A5 = 0. Therefore, (B.20) and (B.23) yield A; = —% and

Ay = =%, respectively. Hence (B.22) reduces to

2

K
Vapp = —— <p_2XaXb + papb> : (B.25)
X7 X
Since our analysis is near the event horizon where %25 = —1, the above reduces to the following
form,
K
Vapo = 3 (XaXb - pan) : (B.26)

The above relation has corrections terms which are in O(x?). This may be explicitly verified for
the metric Eq. (52). Finally using (B10) and (B26) we have,

Vdvapb =0. (B.27)
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Relation 7:
Here, R = RX—;DT. Therefore,

1o X2 X
vaR — _va(_g)DT + /4—,02

Va(DT) .
Vel (DT)

Use of (B.23) gives V, (X—Q) = 0 and hence (B.16)) leads to,

1 1
VaR = —5xaD*T ~ —— X, D*T
Kp KX
Relation 8:
From (B.29]) we obtain,
ViVaR = — [Vd(—z)an T4 L (Vaxe) DT + FXaVa(D )]
1

K
= T |:_4(Xdpa + Xapd)D2T + ?Xavd(D2T)} >

KLy
where (B.10) have been used. Now,

Va(D?T) = (Vax")Vy(DT) + D[V4(DT)] .
Using (B.I0) and (BI6]), the first term in the above reduces to,

(Vax') Vo (DT) = = 5pa DT
while the last term gives,
D[Vo(DT)] = %pQDzT + %an?’T .
Substituting these in (B.31]), we obtain,
Vo(D*T) = x12 o D?T .

Therefore,

1 1
ViV.R = _?(Xdpa + Xapa) D*T — TXaXdD T.

Relation 9:
Here, £, = T'xo + Rpo- Hence
Vaéo = XoVaT +TVaxy + ppValR + RVapp

Substitution of respective values in the above yields,

b 1
Vaép = X“X DT+ — 2 (Xapb XbPa)T — K—XQxaprQT + RVapyp -
Hence,
abed abcd 2K 1 2
Pl gy = Pl 2T — — DT | xepa
X RX
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(B.28)

(B.29)

(B.30)

(B.31)

(B.32)

(B.33)

(B.34)

(B.35)

(B.36)

(B.37)

(B.38)



Relation 10:

From (B.10)),
K2 K
VeVaxy = X_(Xapb - Xbpa)pc + ?(Xavcpb - vacpa) . (B'39)
Using we have
K
XaVepy — XoVepa = ?(_Xapb + XbPa)Pe - (B.40)

Hence, reduces to,

VeVaxs =0 (B.41)

Relation 11:
From (B.36]),

ViVa&e = (Vaxu)(VaT) + x6VaVaT + (VaT)(Vaxs) + TVaVaxs
+ (Vapp)(VaR) + pp VgV R+ (V4R)(Vapy) + RV gVapp - (B.42)

Substituting the respective values we obtain,
2% 1 g, 1 )
VaVa&y = ?XanXdDT - K—X4XaprdD T~ ?XaXbXdD T. (B.43)

This final expression was given in [38] without the details of the derivation. Here we gave the
details for the shake of completeness and we belief that it will help to the reader for the future
purpose.

C Inclusion of rotational terms

For a stationary space-times with rotation, the coordinates near the horizon can be chosen
such that the (approximate) Killing vector x* is given by x* = (1,0,0,€1,Q>,....), Q; are the
rotational parameters. Let = Y ;. Then the ansatz for T}, generalises to:

T = %exp [zm (at + Z O+ g(x, 9))} = %exp [im (at + ® + g(z,0))] , (C.1)

where « is a constant, ®;’s are the coordinates on which the metric does not depend on, ® =
> ®; and g(x,0) is a function that is regular at the Killing horizon. This choice satisfies Eq. (2])
with N = (o + Q). Similar choice was made earlier in Ref. [42]. The limits of the integration
are chosen such that T;, has periodicity 27 and 7 on ®; and 6, respectively. The rest of the
analysis proceeds exactly as in the main text.
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