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A reasonable

mathematical

theory of insurance

can possibly

provide a scientific

basis for the trust

between the

insured and the

company.

B a sic a sp e c ts o f th e c la ssic a l C ra m e r{ L u n d b e rg

in su ra n c e m o d e l a re d e sc rib e d .

In tro d u c tio n

R ecen t ca tacly sm ic even ts like th e tsu n a m i, torren tial
d ow n p ou r, ° o o d s, cy clon es, earth q u a kes, etc. u n d er-
score th e fact th a t everyo n e w ou ld like to b e a ssu red

th at th ere is som e (n on -su p ern atu ra l) agen cy to b an k
u p o n in tim es o f grav e n eed . If th e a® ected p arties are
to o p o o r, th en it is th e resp on sib ility o f th e g overn m en t
an d th e \h aves" to com e to th e rescu e. H ow ever, th ere
are also sizeab le sectio n s o f th e p op u lation w h o are w ill-

in g to p ay a reg u la r p rem iu m to su ita b le agen cies d u rin g
n orm al tim es to b e assu red of in su ran ce cover to tid e
over crises. In su ra n ce h as th u s b ecom e an im p ortan t
asp ect of m o d ern so ciety. In su ch a set-u p , a sign ī can t
p rop ortion o f th e ¯ n a n cial risk is sh ifted to th e in su r-
an ce co m p a n y. T h e im p licit tru st b etw een th e in su red

an d th e in su ra n ce co m p a n y is a t th e co re o f th e in ter-
actio n . A reason ab le m ath em atica l th eo ry of in su ra n ce
can p ossib ly p rov id e a scien tī c b a sis for th is tru st.

C ertain ty p es o f in su ran ce p olicies h ave b een p revalen t
in E u rop e sin ce th e latter h alf of th e 1 7th cen tu ry. B u t
th e fou n d atio n s of m o d ern actu arial m ath em atics w ere
la id o n ly in 19 03 b y th e S w ed ish m ath em atician F ilip
L u n d b erg, a n d la ter in th e 193 0's b y th e fam ou s S w ed ish

p rob a b ilist H a rald C ram er. In su ra n ce m ath em atics to -
d ay is con sid ered a p art of a p p lied p ro b ab ility th eo ry,
an d a m a jo r p ortion of it is d escrib ed in term s of co n -
tin u o u s tim e sto ch astic p ro cesses.

T h is article sh ou ld b e accessib le to an yon e w h o h as ta ken
a cou rse in p rob ab ility th eo ry. A t lea st statem en ts of th e
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Main objectives are

modelling of claims

that arrive in an

insurance business,

and decide how

premiums are to be

charged to avoid ruin

of the insurance

company.

Insurance

mathematics today

is considered a

part of applied

probability theory.

variou s resu lts a n d th e h eu ristics ca n b e ap p recia ted .
W h ile p ro ofs of som e o f th e b a sic resu lts are given , for
so m e o th ers o n ly p artia l p ro ofs or h eu ristic arg u m en ts

are in d icated ; of cou rse, in a few ca ses w e are con ten t
w ith ju st citin g an a p p rop riate referen ce. [1,2] a re v ery
go o d b o o k s w h ere an in terested read er can ¯ n d m ore
in fo rm a tio n . It is in ev ita b le th a t a b it of jargo n o f b a sic
p rob a b ility th eory is a ssu m ed . O n e m ay lo o k u p [3{ 6] for

elu cid atio n o f term s like ran d om variab le, d istrib u tion ,
d en sity, ex p ecta tio n , in d ep en d en ce, in d ep en d en t id en ti-
cally d istrib u ted (i.i.d .) ra n d om variab les, etc. (S o m e
of th e earlier articles in R esonan ce co m p iled in [7] a lso
con tain a few in tro d u cto ry accou n ts).

C o lle c tiv e R isk M o d e l

W e sh allm ain ly lo o k a t o n e m o d el, k n ow n as th e C ram er-
L u n dberg m odel; it is th e old est an d th e m o st im p ortan t
m o d el in a ctu a ria l m ath em a tics. T h is m o d el is a p a r-
ticu lar ty p e of a collectiv e risk m o d el. In a collective
risk m o d el th ere a re a n u m b er of an o n y m ou s b u t v ery
sim ila r co n tra cts or p olicies for sim ilar risk s, like in su r-

an ce aga in st ¯ re, th eft, a ccid en ts, ° o o d s o r cro p d am -
ag e/ failu re, etc. T h e m a in ob jectives are m o d ellin g of
cla im s th at a rriv e in an in su ra n ce b u sin ess, an d d ecid e
h ow p rem iu m s a re to b e ch arged to av oid ru in o f th e
in su ran ce co m p a n y. S tu d y of p rob a b ility of ru in a n d
ob ta in in g estim ates fo r su ch p ro b ab ilities are a lso so m e

of th e in terestin g asp ects o f th e m o d el.

T h ere are th ree m ain assu m p tio n s in a collective risk
m o d el:

1. T h e tota l n u m b er of claim s, say N , o ccu rrin g in a
given p erio d is ra n d om . C la im s h a p p en at tim es fT ig
sa tisfy in g 0 · T 1 · T 2 · ¢¢¢. W e call th em claim
arrival tim es (or ju st arrival tim es).

2. T h e i-th cla im a rriv in g at tim e T i cau ses a p ay m en t
X i. T h e seq u en ce f X ig is assu m ed to b e a n i.i.d .
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seq u en ce of n on n ega tiv e ran d o m variab les. T h ese ra n -
d om va ria b les a re ca lled claim sizes.

3. T h e claim size p ro cess f X ig a n d th e claim a rrival
tim es f T j g are assu m ed to b e in d ep en d en t. S o f X ig
an d N a re in d ep en d en t.

T h e ¯ rst tw o assu m p tion s a re fa irly n a tu ral, w h ereas th e
th ird on e is m ore o f a m ath em atica l co n v en ien ce.

T ak e T 0 = 0. D e¯ n e th e claim n um ber process b y

N (t) = m a x fi ¸ 0 : T i · tg
= n u m b er of cla im s o ccu rrin g b y tim e t, t ¸ 0:

(1)

A lso d e¯ n e th e total claim am oun t process b y

S (t) = X 1 + X 2 + ¢¢¢ + X N (t) =

N (t)X
i= 1

X i;t ¸ 0: (2)

T h ese tw o sto ch astic p ro cesses w ill b e cen tra l to ou r
d iscu ssion s. N ote th at a sam p le p a th of N a n d th e co r-
resp o n d in g sa m p le p ath of S h av e ju m p s at th e sa m e
tim es T i; b y 1 for N a n d b y X i fo r S .

A fu n ctio n f (¢) is said to b e o(h ) if lim
h! 0

f (h )
h = 0; th at is,

if f d ecay s at a faster rate th an h .

P o isso n P ro c e sse s

W e ¯ rst con sid er th e claim n u m b er p ro cess f N (t) : t ¸
0g . F or each t ¸ 0 , n o te th a t N (t;¢) is a ran d o m va ria b le
on th e sam e p ro b ab ility sp a ce (­ ;F ;P ). W e list b e-
low som e of th e o b v iou s/ d esired p rop erties o f N (rath er
p o stu lates for N ), w h ich m ay b e tak en in to a ccou n t in
form u latin g a m o d el fo r th e claim n u m b er p ro cess.

² (N 1 ): N (0) ´ 0. F or ea ch t ¸ 0; N (t) is a n o n -
n egative in teg er-va lu ed ran d om va ria b le.
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² (N 2 ): If 0 · s < t th en N (s) · N (t). N ote
th at N (t) ¡ N (s) d en otes th e n u m b er of cla im s in
th e tim e in terva l (s;t]. S o N is a n on d ecrea sin g

p ro cess.

² (N 3 ): T h e p ro cess f N (t) : t ¸ 0g h as in depen den t
in crem en ts; th a t is, if 0 < t1 < t2 < ¢¢¢ < tn < 1
th en N (t1 );N (t2 ) ¡ N (t1 );¢¢¢ ;N (tn ) ¡ N (tn ¡1 )
are in d ep en d en t ra n d om variab les, fo r an y n =
1;2;¢¢¢. In o th er w o rd s, claim s th a t arriv e in d is-
join t tim e in tervals are in d ep en d en t.

² (N 4 ): T h e p ro cess f N (t)g h a s station ary in cre-
m en ts; th a t is, if 0 · s < t; h > 0 th en th e ra n -
d om variab les N (t)¡ N (s) an d N (t+ h )¡ N (s + h )
h ave th e sam e d istrib u tio n (p ro b ab ility law ). T h is

m ea n s th at th e p rob a b ility law of th e n u m b er of
claim arrivals in an y in terval o f tim e d ep en d s o n ly
on th e len gth of th e in terval.

² (N 5 ): P ro b ab ility of tw o or m o re claim arrivals in
a v ery sh ort sp an of tim e is n eglig ib le; th at is,

P (N (h ) ¸ 2) = o(h );a s h # 0: (3)

² (N 6 ): T h ere ex ists ¸ > 0 su ch th at

P (N (h ) = 1 ) = ¸ h + o(h );as h # 0: (4)

T h e n u m b er ¸ is called th e claim arrival rate.
T h a t is, in very sh ort tim e in terval th e p rob ab ility
of ex actly o n e cla im arrival is ro u gh ly p rop ortion al
to th e len gth o f th e in terval.

R e m a rk 1 . T h e ¯ rst tw o p o stu lates are self ev id en t.
T h e h y p oth esis (N 3 ) is q u ite in tu itive; it is v ery reaso n -
ab le at lea st a s a ¯ rst sta ge a p p rox im ation to m an y real
situ ation s. (N 5 ), (N 6) a re in d icative of th e fact th at b e-

tw een tw o arrivals th ere w ill b e a g ap , b u t m ay b e v ery
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In formulating a

model it is

desirable that the

hypotheses are

realistic and

simple.

 Once a model is

chosen, theoretical

properties and

their implications

should be

considerably rich

and obtainable

with reasonable

ease.

sm all; (n ote th at b u lk arrivals are n ot con sid ered h ere).
(N 4 ) is a tim e h o m o gen eity a ssu m p tio n ; it is n ot v ery
cru cial.

R e m a rk 2 . In form u la tin g a m o d el it is d esira b le th at
th e h y p o th eses are rea listic an d sim p le. H ere r̀ealistic'
m ea n s th at th e p ostu lates sh o u ld cap tu re th e essen tial
fea tu res of th e p h en o m en o n /p rob lem u n d er stu d y. A n d

s̀im p le' refers to th e m ath em atica l am en ab ility o f th e
assu m p tio n s; on ce a m o d el is ch osen , th eo retica l p ro p -
erties an d th eir im p lication s sh ou ld b e co n sid era b ly rich
an d ob ta in a b le w ith reaso n ab le ease. T h ese tw o a sp ects
can b e som ew h a t co n ° ictin g; so su ccess of a m ath em a t-

ica l m o d el d ep en d s v ery m u ch on th e o p tim al b a la n ce
b etw een th e tw o. ¤

T o see w h at o u r p ostu lates (N 1){ (N 6 ) lead to, p u t

P n (t) = P (N (t) = n ); t ¸ 0; n = 0;1 ;2;¢¢¢ (5)

O b serve th a t

P 0 (t + h )

= P (N (t) = 0;N (t + h ) ¡ N (t) = 0 ) (b y (N 1 ),(N 2))
= P (N (t) = 0) ¢ P (N (t + h ) ¡ N (t) = 0) (b y (N 3))
= P 0 (t) ¢ P (N (h ) = 0) (b y (N 4 ),(N 1))
= P 0 (t) ¢ [1 ¡ ¸ h + o (h )] (b y (N 5 ),(N 6))
w h en ce w e g et (as 0 · P 0 (t) · 1 ),

d

d t
P 0 (t) = ¡ ¸ P 0 (t); t > 0: (6)

B y (N 1 ), n o te th at P 0 (0 ) = P (N (0) = 0 ) = 1: S o th e
d i® eren tial eq u a tio n (6) a n d th e ab ove in itial valu e give

P 0 (t) = P (N (t) = 0) = P (N (t + s) ¡ N (s) = 0)
= ex p (¡ ¸ t); t ¸ 0; s ¸ 0: (7)

S im ila rly for n ¸ 1 ; u sin g (N 3){(N 6), w e get
P n (t + h ) = P (N (t + h ) = n ) = I 1 + I 2 + I3 ;
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The assumptions

(N1)�(N6) are

qualitative,

whereas the

conclusion is

quantitative.

w h ere

I1 = P (N (t) = n ;N (t + h ) ¡ N (t) = 0);
I2 = P (N (t) = n ¡ 1 ;N (t + h ) ¡ N (t) = 1);
I3 = P (N (t) · n ¡ 2 ;N (t + h ) ¡ N (t) ¸ 2 );

an d h en ce

P n (t + h ) = P n (t)[1 ¡ ¸ h + o(h )] + P n ¡1 (t)[̧ h + o (h )]

+ o (h ):

W e n ow g et as b efore

d

d t
P n (t) = ¡ ¸ P n (t) + ¸ P n ¡ 1 (t); t > 0: (8)

U sin g th e in itia l va lu es P n (0) = P (N (0) = n ) = 0;
n ¸ 1 it is fairly easy to in d u ctiv ely solve (8 ) an d get

P n (t) = e
¡ ¸ t (¸ t)

n

n !
; n = 0;1;2 ;¢¢¢ ; t ¸ 0 :

T h u s w e h av e p roved th e fo llow in g th eorem .

T h e o re m 1 . L et the stochastic process f N (t) : t ¸
0g satisfy the postulates (N 1){(N 6). T hen for an y t ¸
0;s ¸ 0;k = 0 ;1;2;¢¢¢

P (N (t + s) ¡ N (s) = k ) = P (N (t) = k )

=
(¸ t)k

k !
ex p (¡ ¸ t): (9)

T h e sto ch astic p ro cess f N (t)g is called a tim e hom o-
gen eous P oisson process w ith arrival rate ¸ > 0:

R e m a rk 3 . T h e assu m p tion s (N 1){(N 6) are q u alita -
tiv e, w h erea s th e con clu sion is q u an tita tive. S u ch a
resu lt is u su ally in d icative of a facet of n atu re; th at
is, p h en om en a ob serv ed in d i® eren t d iscip lin es, in u n -
related con tex ts m ay ex h ib it th e sa m e law /p a ttern . In



55RESONANCE  October   2006

GENERAL   ARTICLE

Poisson

distribution and

Poisson process

do come up in

diverse fields.

fact, P oisson d istrib u tion a n d P oisson p ro cess d o co m e
u p in d iverse ¯ eld s like p h y sics, b iology, en gin eerin g, a n d
eco n om ics. S ee [3-5 ]. ¤

T h e P oisso n a rrival m o d el ow es its v ersatility to th e fact
th at m an y n atu ra l (a n d , of cou rse, u sefu l) q u an tities
con n ected w ith th e m o d el can b e ex p licitly d eterm in ed .
W e g iv e a few ex a m p les w h ich a re releva n t in th e con tex t

of in su ra n ce a s w ell.

In te ra rriv a l a n d W a itin g T im e D istrib u tio n s

L et f N (t) : t ¸ 0g b e a P o isson p ro cess w ith a rrival
rate ¸ > 0 : S et T 0 ´ 0 : F o r n = 1;2 ;¢¢¢ d e¯ n e T n =
in ff t ¸ 0 : N (t) = n g = tim e of arrival o f n -th cla im
(or w aitin g tim e u n til th e n -th claim a rriva l). P u t A n =
T n ¡ T n ¡1 ;n = 1;2;¢¢¢ so th at A n = tim e b etw een (n ¡
1)-th an d n -th cla im a rrivals. R eca ll from o u r in itial
com m en ts th a t w e h ad in fa ct d e¯ n ed th e p ro cess f N (t)g
startin g fro m f T ig : T h e ran d o m va ria b les T 0 ;T 1 ;T 2 ;¢¢¢
are ca lled claim arrival tim es (o r w aitin g tim es); th e
seq u en ce fA n : n = 1;2;¢¢¢g is ca lled th e seq u en ce of
in terarrival tim es.

F or an y s > 0 n ote th a t f T 1 > sg = f N (s) = 0g ; h en ce
b y (9)

P (A 1 > s) = P (T 1 > s) = P (N (s) = 0 ) = ex p (¡ ¸ s):
(1 0)

S o P (A 1 · s) = 1 ¡ e¡¸ s;s ¸ 0: T h erefore th e ra n d om
variab le A 1 h as an E x p (¸ ) d istrib u tion (= ex p on en tial
d istrib u tion w ith p ara m eter ¸ > 0); th a t is,

P (A 1 2 (a ;b)) =
bZ
a

¸ e¡¸ sd s; 0 · a · b < 1 : (1 1)

N ex t let u s co n sid er th e jo in t d istrib u tion of (T 1 ;T 2 ). L et
F (T 1 ;T 2 ) d en ote th e join t d istrib u tion fu n ctio n o f (T 1 ;T 2 );
th at is, F (T 1 ;T 2 )(t1 ;t2 ) = P (T 1 · t1 ;T 2 · t2 ). A s 0 ·
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T 1 · T 2 it is en ou gh to lo ok at F (T 1 ;T 2 )(t1 ;t2 ) fo r 0 ·
t1 · t2 : It is clear th a t for 0 · t1 · t2 ;
fT 1 · t1 ;T 2 · t2 g = f N (t1 ) ¸ 1;N (t2 ) ¸ 2g

= f N (t1 ) = 1 ;N (t2 ) ¡ N (t1 ) ¸ 1g [ f N (t1 ) ¸ 2 g ;
w h ere th e r.h .s. is a d isjo in t u n ion . S o u sin g p rop erties
(N 3 ), (N 4 ) an d eq u ation (9) w e g et

F (T 1 ;T 2 )(t1 ;t2 )

= P (N (t1 ) = 1 ;N (t2 ) ¡ N (t1 ) ¸ 1) + P (N (t1 ) ¸ 2 )
= ¸ t1 e

¡ ¸ t1 (1 ¡ e¡ ¸ (t2¡t1 )) + [1 ¡ (e¡¸ t1 + ¸ t1 e¡ ¸ t1 )]
= ¡ ¸ t1 e¡¸ t2 + H (t1 );

w h ere H is a fu n ctio n d ep en d in g on ly on t1 : C o n se-
q u en tly th e jo in t p rob a b ility d en sity fu n ctio n f (T 1 ;T 2 )
of (T 1 ;T 2 ) is g iven b y

f (T 1 ;T 2 )(t1 ;t2 ) ,
@ 2

@ t2 @ t1
F (T 1 ;T 2 )(t1 ;t2 )

=

½
¸ 2 e¡¸ t2 ; if 0 < t1 < t2 < 1
0 ; oth erw ise.

¾
(12)

T o ¯ n d th e join t d istrib u tio n o f (A 1 ;A 2 ) from th e ab ov e,
n ote th a tµ

A 1
A 2

¶
=

µ
T 1

T 2 ¡ T 1

¶
=

µ
1 0
¡ 1 1

¶µ
T 1
T 2

¶
: (1 3)

T h e lin ea r tra n sform ation given b y th e (2 £ 2) m a trix
in (1 3) h a s d eterm in a n t 1 ; a n d tran sfo rm s th e region
f (t1 ;t2 ) : 0 < t1 < t2 < 1 g in 1 ¡ 1 fash ion on to
f (a 1 ;a 2 ) : a 1 > 0;a 2 > 0g : S o th e jo in t p rob a b ility d en -
sity fu n ction f (A 1 ;A 2 ) o f (A 1 ;A 2 ) is given b y

f (A 1 ;A 2 )(a 1 ;a 2 )

= f (T 1 ;T 2 )(a 1 ;a 1 + a 2 )

=

½
(¸ e¡ ¸ a 1 )(¸ e¡ ¸ a 2 ); if a 1 > 0;a 2 > 0
0; o th erw ise.

¾
(14)
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The interarrival

times are

independent

random variables

having exponential

distribution.

T h u s A 1 ;A 2 are in d ep en d en t ran d o m variab les each h av -
in g a n ex p on en tia l d istrib u tio n w ith p a ram eter ¸ :

W ith m ore e® ort on e can p rov e th e follow in g th eo rem .

T h e o re m 2 . L et f N (t) : t ¸ 0g be a tim e hom ogen eous
P oisson process w ith arrival rate ¸ > 0: L et A 1 ;A 2 ;¢¢¢
den ote the in terarrival tim es. T hen f A n : n = 1 ;2 ;¢¢¢g
is a sequen ce of in depen den t, iden tically distributed ran -
dom variables (or in other w ords an i.i.d. sequen ce)
havin g E xp(¸ ) distribution . ¤

N o te : A s A 1 h as E x p (¸ ) d istrib u tio n , its ex p ectation is
given b y E (A 1 ) =

1
¸ ; so

1
¸ is th e m ea n a rriva l tim e. T h u s

th e arriva lra te b ein g ¸ is co n sisten t w ith th is co n clu sion .

N o te : It is a n ea sy co rolla ry of th e th eo rem th at T n =
A 1 + A 2 + ¢¢¢+ A n h as th e ga m m a d istrib u tion ¡ (n ;¸ ).
R e m a rk 4 . O n e can also go in th e oth er d irection .

T h a t is, let 0 = T 0 · T 1 · T 2 · ¢¢¢ b e th e cla im a r-
riva l tim es; let A n = T n ¡ T n ¡1 ;n ¸ 1: S u p p ose f A n g
is a n i.i.d . seq u en ce h av in g E x p (¸ ) d istrib u tion . D e-
¯ n e f N (t)g b y (1). T h en th e sto ch astic p ro cess f N (t) :
t ¸ 0g can b e sh ow n to b e tim e h o m o gen eo u s P oisson
p ro cess w ith rate ¸ . In th e ja rgon of th e th eo ry of sto -
ch a stic p ro cesses, P oisson p ro cess is th e ren ew a l p ro cess
w ith i.i.d . ex p o n en tial arrival rates.

O rd e r S ta tistic s P ro p e rty

T h is is a n oth er im p ortan t p rop erty of th e P oisso n p ro cess.
R eca ll th at for even ts G ;H ; th e con d ition al p rob ab ility
of G given H is d e¯ n ed b y P (G j H ) , P (G \H )

P (H )
: W e ¯ rst

p rove

T h e o re m 3 . N otation as earlier. F or 0 · s · t;
P (A 1 < s j N (t) = 1) = s

t
; (1 5)

that is, given that exactly on e arrival has taken place
in [0;t], the tim e of the arrival is un iform ly distributed

Order statistics

property  is crucial

in explicit

computations

involving Poisson

processes.
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over (0;t):

P ro o f. A s th e P oisso n p ro cess h a s in d ep en d en t in cre-
m en ts,

P (A 1 < s j N (t) = 1) = P (A 1 < s;N (t) = 1)

P (N (t) = 1)

=
P (N (s) = 1 ;N (t) ¡ N (s) = 0 )

P (N (t) = 1)

=
P (N (s) = 1 ) ¢ P (N (t) ¡ N (s) = 0 )

P (N (t) = 1)

=
¸ se¡¸ se¡¸ (t¡ s)

¸ te¡¸ t
=
s

t
;

com p letin g th e p ro of. ¤

A n atu ra l q u estion is: If N (t) = n ; w h at can on e say
ab ou t th e co n d ition a l d istrib u tion o f T 1 ;T 2 ;¢¢¢ ;T n ?
T h e o re m 4 . L et f N (t) : t ¸ 0g ;T 1 ;T 2 ;¢¢¢ be as before.
F or an y t > 0 ; an d an y n = 1;2 ;¢¢¢ the con dition al
den sity of (T 1 ;T 2 ;¢¢¢ ;T n ) given N (t) = n is

f T 1 ;T 2 ;¢¢¢;T n ((s 1 ;s 2 ;¢¢¢ ;s n ) j N (t) = n ) = n ! ¢
1

tn
; (1 6)

for 0 < s 1 < s 2 < ¢¢¢ < s n < t:
P ro o f. F o r n ota tio n al sim p licity w e ta ke n = 2; th e gen -
eral ca se is sim ilar. L et 0 < s 1 < s 2 < t; tak e h 1 ;h 2 > 0
sm all en ou g h th at 0 < s 1 < s 1 + h 1 < s 2 < s 2 + h 2 < t:

T h en aga in u sin g th e in d ep en d en t in crem en t p ro p erty
an d (9), w e get

P (s 1 < T 1 < s 1 + h 1 ;s 2 < T 2 < s 2 + h 2 j N (t) = 2)

=
1

P (N (t) = 2)
:0

P

0@ N (s 1 ) = 0;N (s 1 + h 1 ) ¡ N (s 1 ) = 1;
N (s 2 ) ¡ N (s 1 + h 1 ) = 0;

N (s 2 + h 2 ) ¡ N (s 2 ) = 1;N (t) ¡ N (s 2 + h 2 ) = 0

1A
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=
1

e¡¸ t(¸ t)2 = 2!

¢f e¡ ¸ s1 ¸ h 1 e¡¸ (s1 + h 1¡ s1 )e¡¸ (s2¡ (s 1 + h 1 ))
¢̧ h 2 e¡¸ (s2 + h 2¡ s2 )e¡¸ (t¡ (s 2 + h 2 ))g

=
2 !

t2
h 1 h 2 :

D iv id in g b y h 1 h 2 an d lettin g h 1 ;h 2 # 0 w e get th e d esired
resu lt. ¤

R e m a rk 5 . L et V 1 ;V 2 ;¢¢¢ ;V n b e i.i.d . ra n d om vari-
ab les ea ch h av in g a u n iform d istrib u tion over (0;t); w h ere
t > 0 is ¯ x ed . N o te th at th e p ro b ab ility d en sity fu n ction

of ea ch V i is

f V i(s) =
1

t
; if 0 < s < t

= 0; oth erw ise.

L et V (1 ) · V (2 ) · ¢¢¢ · V (n ) d en ote th e ord er statistics of
V 1 ;V 2 ;¢¢¢ ;V n : T h a t is, V (1 )(! );V (2 )(! );¢¢¢ ;V (n )(! ) d e-
n otes V 1 (! );V 2 (! );¢¢¢ ;V n (! ) arra n ged in in creasin g o r-
d er fo r an y ! 2 ­ : It is n ot d i± cu lt to sh ow th at th e
join t p rob a b ility d en sity fu n ctio n o f V (1 );V (2 );¢¢¢ ;V (n ) is
given b y th e r.h .s. of (1 6). S o th e p reced in g th eo rem
m ea n s th a t

((T 1 ;T 2 ;¢¢¢ ;T n ) j N (t) = n ) d
= (V (1 );V (2 );¢¢¢ ;V (n ));

(1 7)

w h ere
d
= d en o tes th at tw o sid es h ave th e sam e p rob a -

b ility d istrib u tion . If U 1 ;U 2 ;¢¢¢ ;U n are i.i.d . U (0,1)
ran d o m va ria b les (th a t is, h av in g u n ifo rm d istrib u tion

over (0 ;1 )), th en (17) ca n b e ex p ressed as

((T 1 ;T 2 ;¢¢¢ ;T n ) j N (t) = n ) d
= (tU (1 );tU (2 );¢¢¢ ;tU (n )):

(1 8)

¤
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A n im p o rtan t co n seq u en ce of T h eo rem 4 an d R em a rk 5
is th e follow in g resu lt w h ose p ro of is q u ite in v olved ; see
[1 ].

T h e o re m 5 . L et f N (t) : t ¸ 0g be a tim e hom ogen eous
P oisson process w ith rate ¸ > 0 ; let 0 < T 1 < T 2 < ¢¢¢
den ote the claim arrival tim es correspon din g to N (¢):
L et f X i : i = 1;2 ;¢¢¢g be an i.i.d. sequen ce in depen -
den t of the process f N (t)g : T hen there exists a sequen ce
f U j : j = 1 ;2 ;¢¢¢g such that (i) f U jg is a sequen ce of
i.i.d. ran dom variables havin g U (0,1) distribution , (ii)
the fam ilies f U jg ;fX ig ;f N (t)g are in depen den t of each
other, (iii) for an y reason able fun ction g of tw o variables

N (t)X
i= 1

g (T i;X i)
d
=

N (t)X
i= 1

g (tU i;X i); t ¸ 0: (1 9)

¤

T h e b a sic stra teg y fo r p rov in g T h eorem 5 can b e easily
stated . C o n d ition in g th e l.h .s. o f (1 9) b y f N (t) = n g;
w e u se T h eo rem 4 to rep la ce T i b y tU (i): T h en in v ok -
in g in d ep en d en ce of th e fam ilies f U ig ;f X jg an d th e fact
th at X j's a re i.i.d .'s, w e p erm u te X 1 ;X 2 ; ¢¢¢ ;X n su it-

ab ly to facilitate th e d esired co n clu sion . M ath em a tical
ju stī ca tio n req u ires m easu re th eoretic m ach in ery.

C ra m e r{ L u n d b e rg M o d e l

T h is is th e classical a n d very versa tile m o d el in in su r-
an ce. T h e claim arrivals fT ig h ap p en a s in a tim e h o m o -
gen eou s P oisson p ro cess w ith rate ¸ > 0: T h e claim sizes
f X ig are i.i.d . n on n eg ative ran d om variab les. T h e se-

q u en ces f X ig ;fT jg a re in d ep en d en t of each oth er. T h e
total claim am oun t u p to tim e t in th is m o d el is given
b y

S (t) = X 1 + X 2 + ¢¢¢ + X N (t) =

N (t)X
i= 1

X i; t ¸ 0:
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w h ich is th e sam e as (2). N ote th a t f S (t) : t ¸ 0g is an
ex a m p le of a com poun d P oisson process.

W e n ow lo ok at th e discoun ted sum co rresp on d in g to
th e a b ov e m o d el. L et r > 0 d en o te th e in terest rate.
D e¯ n e

S 0 (t) =

N (t)X
i= 1

e¡r T iX i; t ¸ 0: (2 0)

T h is is th e \p resen t valu e" (at tim e 0) o f th e cu m u lative
cla im am ou n t ov er th e tim e h orizon [0 ;t]: B y T h eorem 5
for a n y t ¸ 0

S 0 (t)
d
=

N (t)X
i= 1

e¡r tU iX i; (2 1)

w h ere fU ig is a n i.i.d . U (0,1) seq u en ce as in th e th eorem .
T h erefo re u sin g th e in d ep en d en ce o f th e th ree fa m ilies
of ra n d om va ria b les w e g et

E (S 0 (t))

= E

0@ N (t)X
i= 1

e¡r tU iX i

1A
=

1X
n = 0

E

"
nX
i= 1

e¡ r tU iX i j N (t) = n
#
¢ P (N (t) = n )

=

1X
n = 0

n ¢ E £e¡r tU 1¤¢ E (X 1 ) ¢ P (N (t) = n )
= E (N (t)) ¢ E (X 1 ) ¢

0@ 1Z
0

e¡r ty d y

1A
= ¸

1

r
(1 ¡ e¡ r t) ¢ E (X 1 ):

S o w e h ave p roved th e fo llow in g th eorem .
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Equation (22) gives

the average amount

needed to take care of

claims over an initial

period, when premium

income might not be

sizable.

T h e o re m 6 . W ith the n otation as above

E

0@ N (t)X
i= 1

e¡r T iX i

1A = ¸
1

r
(1 ¡ e¡ r t) ¢E (X 1 ): (2 2)

T hat is, in the C ram er{L un dberg m odel, the average/
expected am oun t n eeded to take care of claim s over [0;t]
is given by (22). ¤

N ex t let p (t) d en ote th e prem ium in com e in th e tim e
in terval [0 ;t]: In th e C ra m er{L u n d b erg m o d el it is as-
su m ed th a t p (¢) is a d eterm in istic lin ear fu n ction ; th at
is, p (t) = ct; t ¸ 0 w h ere c > 0 is a con stan t ca lled th e
prem ium rate. W ith th e to tal cla im a m o u n t S (¢) d e¯ n ed
b y (2), p u t for t ¸ 0;

U (t) = u + p (t) ¡ S (t) = u + ct ¡
N (t)X
i= 1

X i: (2 3)

T h e p ro cess f U (t) : t ¸ 0g is called th e risk process (or
surplus process) o f th e m o d el; h ere u is th e in itial cap-
ital. N ote th at U (t) is th e in su ran ce co m p a n y 's cap ital
b alan ce a t tim e t: L ettin g r # 0 in (22) or oth erw ise,
n ote th a t E (S (t)) = ¸ tE (X 1 ) a n d h en ce

E (U (t)) = u + ct ¡ E (S (t)) = u + ct ¡ ¸ tE (X 1 ): (2 4)

B y (24 ), a m in im al req u irem en t in ch o o sin g th e p rem iu m
rate m ay b e ta ken to b e

c > ¸ E (X 1 ) (2 5)

so th at o n th e average, claim p ay m en ts are taken care
of b y p rem iu m in co m e. T h is so m ew h a t sim p le criterion
can b e ju stī ed b y oth er co n sid era tio n s also, as w e sh all
see later. A m o re p ru d en t con d itio n is to req u ire th at
c > (1 + ½ )¸ E (X 1 ); w h ere ½ > 0 is called a safety loadin g
factor.



63RESONANCE  October   2006

GENERAL   ARTICLE

A theoretical

understanding of

conditions leading to

ruin of the company,

probability of ruin,

severity of ruin, etc.

will help at least in

avoiding certain

pitfalls.

R u in P ro b le m in th e C ra m e r{ L u n d b e rg M o d e l

A s m en tio n ed ea rlier, in a n in su ran ce set-u p th e ¯ n a n -
cia l risk is sh ifted to th e in su ran ce co m p an y to a large
ex ten t. T h ere h ave b een m an y in stan ces w h en in su ra n ce
com p an ies h av e g on e b an k ru p t u n ab le to cop e u p w ith
cla im s d u rin g m a jo r ca tastrop h es. S o a th eoretical u n -
d erstan d in g o f co n d ition s lead in g to ru in of th e com p an y,

p rob a b ility o f ru in , sev erity of ru in , etc. w ill h elp at lea st
in avo id in g certain p itfalls. S tu d y of ru in p rob lem s h as,
th erefo re, a cen tral p lace in in su ra n ce m a th em atics.

T h e ev en t th at th e su rp lu s U (¢) fa lls b elow zero is called
ru in . S et

T = in ff t > 0 : U (t) < 0 g ; (2 6)

T is ca lled th e ruin tim e; it is th e ¯ rst tim e th e su rp lu s
falls b elow zero . T h e probability of ruin is th en

Ã (u ) = P (T < 1 j U (0) = u ) (2 7)

for u > 0; it is co n sid ered a s a fu n ctio n of th e in itial
cap ital u : N ote th at Ã (¢) d ep en d s on th e p rem iu m rate
c a s w ell. A very n a tu ral q u estio n is: F or w h at p rem iu m
rates c an d in itia l cap ital u can it h ap p en th at Ã (u ) = 1?
T h a t is, w h en is ru in certain ?

B y th e d e¯ n itio n of U (¢); n ote th at U (¢) in creases in th e
in tervals [T n ;T n + 1 );n ¸ 0: T h erefore ru in ca n o ccu r o n ly
at som e T n : N ow for n ¸ 1;

U (T n ) = u + cT n ¡
nX
i= 1

X i (b ecau se N (T n ) = n )

= u +

nX
i= 1

(cA i ¡ X i) (b eca u se T n =

nX
i= 1

A i).

(2 8)

P u t Z i = X i ¡ cA i;i ¸ 1 ;S 0 = 0 ;S n =
nP
i= 1

Z i;n ¸ 1:

T h en (2 8) is ju st U (T n ) = u ¡ S n ;n ¸ 1: S in ce \ru in "
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In the Cramer�

Lundberg model, ruin

is certain if equation

(25) is not satisfied.

The condition (25) is

called the net profit

condition.

= f U (T n ) < 0 for som e n g ; it is n ow easy to see th at
Ã (u ) = P (su p

n ¸1
S n > u ): (2 9)

S in ce th e fam ilies fA ig a n d f X jg a re m u tu a lly in d ep en -
d en t, a n d each is a seq u en ce of i.i.d .'s, n ote th a t f Z ig is
a seq u en ce of i.i.d .'s a n d h en ce f S n : n ¸ 0g is a ran dom
w alk on th e real lin e R: T h e follow in g resu lt con cern in g
ran d o m w alk s on R is k n ow n .

T h e o re m 7 . L et f Z ig ;f S n g be as above; assum e that
Z i is n ot iden tically zero, an d E (Z i) exists.

(a) If E (Z 1 ) > 0 ; th en P ( lim
n ! 1

S n = + 1 ) = 1 :
(b ) If E (Z 1 ) < 0 ; th en P ( lim

n ! 1
S n = ¡ 1 ) = 1 :

(c) If E (Z 1 ) = 0 ; th en

P (lim su p
n ! 1

S n = + 1 ;lim in f
n ! 1

S n = ¡ 1 ) = 1:
¤

N o te : W h ile (a), (b ) ab ove are im m ed iate co n seq u en ces
of th e stro n g law o f la rge n u m b ers, assertion (c) req u ires
a len gth y p ro of; see [2 ,3 ]. ¤

F rom (2 9) an d th e ab ove th eo rem it follow s th at Ã (u ) =
1 fo r all u > 0 , if E (X 1 ) ¡ cE (A 1 ) ¸ 0 ; n ote th at
E (A 1 ) =

1
¸ as A 1 h a s an ex p on en tial d istrib u tion w ith

p ara m eter ¸ ; so in th e C ram er{ L u n d b erg m o d el ru in is
certa in if (2 5) is n ot satis¯ ed . T h e con d ition (25 ) is called
th e n et pro¯ t con dition , w h ich is gen erally a ssu m ed to
b e satis¯ ed .

If (2 5) h o ld s, th e ab ov e d o es n ot im p ly th at ru in is
avo id ed ; it on ly m ean s th a t o n e m ay h op e to h av e Ã (u ) <
1;u > 0: In th is d irectio n w e h ave th e fo llow in g resu lt.

T h e o re m 8 . In the C ram er{L un dberg m odel assum e
that the n et pro¯ t con dition (25) holds. A ssum e also
that there exists r > 0 such that

E [ex p (rZ 1 )] = E [ex p (r(X 1 ¡ cA 1 ))] = 1 : (3 0)
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T hen

Ã (u ) · ex p (¡ r u ); for u > 0: (3 1)

¤

T h e con stan t r in (3 0) is called th e adju stm en t coe± -
cien t; in th e C ra m er{L u n d b erg m o d el, th is co e± cien t
ex ists if (25) h o ld s an d X 1 h a s m o m en t gen eratin g fu n c-
tio n (o r L a p la ce tra n sform ) in a n eig h b ou rh o o d o f 0: T h e
in eq u ality (3 1) is k n ow n as L u n dberg in equality. S ee [2]
for p ro o f an d ex ten sion s.

N o te : A n eleg an t w ay o f p rov in g T h eorem 8 is th rou gh
m artin gale m eth o d s. M artin ga le th eory is a p ow erfu l
to ol in a p rob ab ilist's k it. O n e m ay see [6 ,8 ] for so m e of

th e elem en ta ry asp ects an d a p p licatio n s of m a rtin g ales,
an d [2 ] fo r ap p lica tio n s to in su ran ce.

R e m a rk 6 . In ad d ition to th e ab ove b ou n d o n e can

also d erive a n in tegral eq u ation fo r th e ru in p rob ab ility.
S u p p ose E (X 1 ) < 1 an d th at th e n et p ro¯ t con d ition
h old s. T h en o n e ca n g et a d istrib u tion fu n ction G (ex -
p licitly in term s of th e d istrib u tion fu n ction of X 1 ) su ch
th at

Ã (t) =
¸ E (X 1 )

c
[1 ¡ G (t)] + ¸ E (X 1 )

c

tZ
0

Ã (t ¡ y )d G (y ):

(3 2)

E q u ation (3 2) is a ren ew al ty p e eq u a tion ; h ow ev er it
is a d efective ren ew al eq u ation b ecau se ¸ E (X 1 )= c < 1
(as th e n et p ro ¯ t co n d ition h o ld s). S till follow in g th e
m eth o d s o f ren ew a l th eory o n e can get a series solu tion

to (3 2). S ee [1,2] for d etails. ¤

C la im S iz e D istrib u tio n

T h e com m o n d istrib u tion of th e i.i.d . seq u en ce f X ig is
called th e claim size distribution . W ith th e ex cep tion
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Risks regarding

insurance of

airplanes,

skyscrapers,

dams, bridges, etc.

are very high.

Companies have

also faced ruin due

to a very small

number of very

huge claims.

of T h eorem 8 , w e h ave n ot m ad e an y sp ecī c referen ce
to th e claim size d istrib u tion so fa r. A con ven tio n al as-
su m p tio n is th a t X i h ave an ex p on en tia l d istrib u tion .

In su ch a ca se P (X i > x ) = e
¡¸ x ;x > 0, w h ere ¸ > 0;

th at is, th e (righ t) ta il of th e claim size d istrib u tion
d ecay s at an ex p on en tia l rate. M ost of th e d istrib u -
tio n s u sed fo r m o d ellin g in sta tistics h av e th is p rop erty.
T h e u b iq u itou s n orm al (o r G a u ssian ) d istrib u tion d e-

cay s even at a faster ra te. S u ch d istrib u tion s a re called
light tailed distribu tion s; fo r th ese d istrib u tio n s th e m o -
m en t g en era tin g fu n ctio n s ex ist in a n eig h b ou rh o o d o f 0.

A n im p ortan t d ev elop m en t of late is to con sid er cla im

sizes th at are n ot n ecessa rily lig h t ta iled . R isk s rega rd -
in g in su ra n ce o f airp lan es, sk y scrap ers, d a m s, b rid g es,
etc. are very h igh . In recen t years, com p an ies h av e a lso
faced ru in or n ea r ru in d u e to a v ery sm all n u m b er of
very h u ge claim s; in so m e in sta n ces, a sin gle m assive

cla im h as d on e th e d a m age. T h ere are q u ite a few n o -
tio n s of heavy tailed distribution s; in va ria b ly th e m o -
m en t gen eratin g fu n ctio n d o es n o t ex ist in a n y n eig h -
b o u rh o o d of 0 for th ese d istrib u tion s. A versatile n otion
of h eav y -tailed n ess in th e in su ra n ce con tex t is given b e-

low .

L et F b e a d istrib u tio n fu n ctio n su p p orted on (0 ;1 );
(th is corresp on d s to a p o sitiv e ran d o m variab le). L et
X 1 ;X 2 ;¢¢¢ b e an i.i.d . seq u en ce w ith com m o n d istrib -
u tion fu n ction F . S et S n =

nP
i= 1

X i; M n = m a x f X 1 ;X 2 ;

¢¢¢ ;X n g : If

lim
x! 1

P (S n > x )

P (M n > x )
= 1 ; for n ¸ 2; (3 3)

th en F is said to b e subexpon en tial. If F is su b ex p o -
n en tial th en it can b e sh ow n th at e a x P (X ¸ x ) ! 1 ;
for a n y a > 0 ; w h ere X is a ra n d om variab le w ith d istri-
b u tion fu n ction F : S o m om en t gen era tin g fu n ctio n d o es
n ot ex ist in a n y n eigh b o u rh o o d o f 0 for su ch d istrib u -
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tio n s. T w o classes o f su b ex p o n en tial d istrib u tio n s are
given b elow .

(i) W eibul distribution : In th is case F (x ) , 1 ¡ F (x ) =
ex p (¡ cx ¿ ); if x > 0 ; a n d F (x ) = 0 ; if x · 0 ; w h ere
c > 0;¿ > 0 a re co n stan ts. T h is fam ily of d istrib u tio n s
h as b een u sefu l in reliab ility th eory, b esid es in su ran ce.
If 0 < ¿ < 1; th en F is su b ex p on en tial. S ee [1 ,2 ].

(ii) P areto distribution : A g ain it is con ven ien t to d e-
¯ n e in term s o f th e righ t ta il of th e d istrib u tion ; h ere
F (x ) , 1 ¡ F (x ) = · ® = (· + x )® ;x > 0 ; w h ere · ;® > 0
are con sta n ts. T h is class is su b ex p o n en tial; (ev en ex p ec-
tation ex ists on ly w h en ® > 1.) T h is fam ily h a s a lso
b een u sed in eco n om ics to d escrib e in com e d istrib u tion s.

A s th e m om en t gen eratin g fu n ctio n d o es n o t ex ist for
h eav y tailed d istrib u tion s, n o te th at T h eorem 8 is n ot
ap p lica b le. In fa ct, w h en th e claim size d istrib u tion b e-
lo n gs to an ap p rop riate su b class o f su b ex p on en tia l d is-
trib u tion s, it can b e estab lish ed th at th e ru in p rob a b il-
ity d ecay s on ly at a p ow er rate, v iz. Ã (u ) b eh av es like
K u ¡± fo r la rge u ; w h ere K ;± > 0 are su itab le co n stan ts.
C o n tra st th is to th e ex p o n en tial ra te e¡r u ; w h ere r > 0
in T h eo rem 8. S o ru in is m u ch m ore form id a b le if th e
cla im size d istrib u tio n is h eav y tailed . S ee [1 ,2 ].

A sso rte d C o m m e n ts

W e h ave d ealt w ith a few elem en ta ry a sp ects of ju st on e

m o d el. C om m en ts b elow are m ean t to give a ° avo u r of
so m e oth er a sp ects/m o d els.

1. A m ore g en eral m o d el is th e ren ew al risk m odel (a lso
called S parre A n dersen m odel). In th is m o d el, th e in -
terarriva l tim es A 1 ;A 2 ;¢¢¢ are ju st i.i.d . n o n n egative
ran d o m variab les (n o t n ecessarily ex p o n en tially d istrib -
u ted ). T h e n et p ro ¯ t con d itio n is given b y an an alo gu e
of (25 ), v iz. c > E (X 1 )= E (A 1 ): L u n d b erg in eq u a lity
h old s p rov id ed th a t th e n et p ro ¯ t co n d ition is satis¯ ed
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an d th at th e ad ju stm en t co e± cien t ex ists. R en ew a l risk
m o d el w ith su b ex p on en tial claim sizes con tin u e to b e
ob jects of research .

2. L ife in su ra n ce/p en sio n in su ran ce m o d els are gen -
erally d escrib ed in term s o f co n tin u ou s tim e M a rkov
p ro cesses w ith state sp ace h av in g o n ly a ¯ n ite n u m b er
of elem en ts; at least on e state is ab sorb in g, a n d cer-

tain tran sition s m ay b e d isallow ed . F or ex am p le, in th e
sim p lest life in su ran ce m o d el th ere are on ly tw o sta tes,
on e sign ify in g \aliv e" an d th e a b sorb in g state in d icatin g
\d ead ", re° ectin g th e sta tu s o f th e in su red .

3. In ad d itio n to th e b a sic in su ra n ce asp ects, m ore com -
p lex m o d els ca n b e con sid ered . F o r ex a m p le, a n in su r-
an ce com p an y can in vest p a rt of its su rp lu s in b o n d s
giv in g retu rn s a t ¯ x ed rates, a n d an oth er p a rt in sto ck s

w h ich are su b ject to th e volatility of th e m arket. S o m e
p rob lem s o f in terest are h ow op tim a lly sh ou ld th ese in -
vestm en ts b e m ad e so th a t th e ru in p rob ab ility is m in i-
m ized , o r so th at th e d iv id en d p ay m en t b y th e com p a n y
is m ax im ized .

4. W e h ave n o t tou ch ed u p on an y sta tistical asp ect like
estim ation of cla im a rrival ra te, p aram eters of th e cla im
size d istrib u tion , or w h en d o es claim size d ata in d icate
h eav y ta iled b eh av io u r, etc.

[1 ,2 ] an d th e referen ces th erein d eal w ith th e a b ov e is-
su es a n d m ore.

A c k n o w le d g e m e n t

T h is is a n ex p a n d ed versio n of th e P rofessor W a zir H a san
A b d i m em o ria l lectu re given on O ctob er 1 , 2 00 5 at th e

D ep artm en t of M a th em a tics, C o ch in U n iversity of S ci-
en ce a n d T ech n o lo gy, K o ch i.
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