Memory in a magnetic nanoparticle system: Polydispersity and interaction effects
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We report here a theory of relaxation of single domain magnetic nanoparticles, appropriate for analyzing measurements of Mössbauer spectra, magnetization response, and hysteretic coercivity. Our special focus of attention in the theoretical formulation is the presence of dipolar interaction between the magnetic particles. We discuss in detail the effect of interaction as well as particle size distribution on the measured relaxation spectra and irreversible, nonequilibrium magnetization response in field-cooled and zero-field-cooled situations. Some of the memory effects, similar to those seen in spin glass systems, may be put to important device applications by tuning the interaction and the particle size.
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I. INTRODUCTION

The subject of how a bulk magnetic specimen acquires a single domain structure and exhibits magnetic viscosity due to Néel relaxation, when its size is reduced, is an old one.1–3 When the relaxation time $\tau$ is smaller than the measurement time, the specimen shows superparamagnetic behavior whereas in the opposite limit, relaxation is arrested. The crossover mark, derived from the temperature dependence of $\tau$, yields the concept of “blocking temperature” ($T_B$). When $T < T_B$, one has a frozen moment, whereas for $T > T_B$, one sees magnetic viscosity. Thus single-domain magnetic particles have been a happy hunting ground for studying non-equilibrium phenomena, characterized by irreversibility, hysteresis and other memory effects.

In recent times this subject has attracted a great deal of attention in view of the heightened interest in nanoscience and magnetic memory devices. As it turns out, it is not just the temperature $T$ which can be used as a control parameter but even the mean size and the distance between the particles can be profitably tuned because of the exponential dependence of $\tau$ on the volume (V) of the particle.4–10 Thus polydispersity leads to a distribution of relaxation times,11,12 those larger than the measurement time yielding “frozen” behavior, and those shorter giving rise to “magnetic viscosity.”9,10 A given sample then displays strong memory effects, which are reported here. Our results are based on the measurements of temperature-dependent magnetization during cooling and heating cycles. These memory effects may have important device applications in the future.8 In this paper we report the theory of relaxation, relevant to Mössbauer, magnetization and coercivity measurements, and back up our theory results with qualitative comparison with our experimental data.

The system we employ for our experimental investigation is nickel ferrite particles (NiFe$_2$O$_4$) embedded in a host non-magnetic SiO$_2$ matrix. We prepared the following two specimen samples by using the sol-gel technique:13 Sample A, which contains (35%) NiFe$_2$O$_4$ (by volume), making possible a weak dipolar interaction between the magnetic par-

II. RELAXATION THEORY

We assume for the sake of simplicity that the anisotropy, responsible for single-domain behavior of the magnetic nanoparticle is uniaxial, governed by the energy,
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equal probability. The dipolar coupling can now be described by its “truncated” form:

$$\mathcal{H}_{\text{d-d}} = \sum_{ij} \gamma_i \gamma_j / \langle \mathbf{r}_{ij} \rangle^3 \cos \theta_{ij},$$

where $\gamma_i$ and $\gamma_j$ are the gyromagnetic ratio of the $i$th and $j$th particle, respectively, $\mathbf{r}_{ij}$ is the vector distance between the “sites” at which the two magnetic particles are located, $\theta_{ij}$ is the angle between $\mathbf{r}_{ij}$ and the anisotropy axis and $m_{ij}$ is the (giant) magnetic moment for the $i$th nanoparticle along the direction of anisotropy axis (i.e., $Z$). Given the fact that $m$ is proportional to the volume $V$ of the particle, Eq. (3) can be rewritten as

$$\mathcal{H}_{\text{d-d}} = \mu^2 V^2 \sum_{ij} \gamma_i \gamma_j / \langle \mathbf{r}_{ij} \rangle^3 \cos \Phi_i \cos \Phi_j,$$

where $\mu$ is the magnetic moment per unit volume and $\Phi$ has the same definition as in Eq. (1). The interaction in Eq. (4), along with that given in Eq. (1), is quite complicated to treat in detail. For the purpose of this paper we invoke a mean field theory in which each magnetic nanoparticle is visualized to be embedded in an effective medium which creates a local magnetic field at its site. Thus in this approximation, $\mathcal{H}_{\text{d-d}}$ is replaced by its mean field (MF) form

$$\mathcal{H}_{\text{d-d}}^{\text{MF}} = \gamma \mu^2 V^2 \cos \Phi \sum_j \gamma_j (1 - 3 \cos^2 \theta_j),$$

wherein the angular brackets $\langle \cdots \rangle$ represent a thermal average. Further, in accordance with our assumption about the largeness of the anisotropy energy, $\cos \Phi$ can be replaced by a two-state Ising variable $\sigma$,

$$\mathcal{H}_{\text{d-d}}^{\text{MF}} = \gamma \mu^2 V^2 \sigma \sum_j \gamma_j (1 - 3 \cos^2 \theta_j),$$

In line with this approximation each particle can be viewed to be subjected to a local magnetic field $H$ such that

$$\mathcal{H}_{\text{d-d}}^{\text{MF}} = \mu V \sigma H,$$

where $\Lambda$ is a parameter that subsumes all the other constants. Note that we have dropped the suffix $j$ on $\sigma$, implying that we consider the embedding medium to be homogeneous. Within the proposed self-consistent mean field theory, $H$ can be expressed as

$$H = \mu \Lambda V \tanh \left( \frac{\mu V H}{K_B T} \right).$$

Note that Eq. (9) admits both positive and negative solutions for $H$, in accordance with our discussion preceding Eq. (3). Further, within the present approximation in which $\Phi$ is restricted to the value $0$ and $\pi$, the anisotropy energy in Eq. (1) does not figure in the expression for $H$. We now turn our attention to relaxation kinetics. The dichotomic Markov process, mentioned in the paragraph preceding Eqs. (3) and (4), yields the following set of rate equations for the number of

FIG. 1. Room temperature dc $M$-$H$ measurement of interacting sample A and noninteracting sample B. The solid lines are drawn through the experimental points, indicated by dots.

$$E(\Phi) = VK \sin^2 \Phi.$$

In Eq. (1), $V$ is the volume of the particle, $K$ is a parameter referred to in the literature as the anisotropy energy, and $\Phi$ is the angle between the anisotropy axis and the direction of the “giant” magnetic moment of the single-domain particle. Because of thermal fluctuations the magnetic moment undergoes rotational Brownian motion over an anisotropy barrier in Eq. (1), in which $\Phi(t)$ is a continuous stochastic process as a function of the time $t$. However it turns out that if $VK \gg K_B T$, $K_B T$ being the Boltzmann constant and $T$ is the absolute temperature, the magnetic moment is mostly locked in two orientations, corresponding to $\Phi = 0$ and $\Phi = \pi$, with slow relaxation between the two configurations. Thus we are in the so-called “Ising” limit in which $\Phi(t)$ may be viewed as a dichotomic Markov process, in which it jumps at random between the angles $0$ and $\pi$ at a rate governed by the Arrhenius-Kramers formula,

$$\lambda_{0-\pi} = \lambda_{\pi-0} = \lambda_0 \exp \left( - \frac{KV}{K_B T} \right),$$

where $\lambda_0$ is the “attempt” frequency. In what follows we restrict our discussion to the Ising case wherein the magnetic moment vector points either parallel or antiparallel to the anisotropy axis.

We now discuss the effect of interaction which, for the present system at hand in which the magnetic particles are embedded in a dielectric host ($\text{SiO}_2$) matrix, is surmised to be of dipolar in nature. It is well known that dipolar interactions, being long-ranged, anisotropic and alternating in the sign of interaction, can indeed lead to very complex magnetic order. However, our dc $M$-$H$ measurement, exhibited in Fig. 1, indicates that even for specimen A for which the dipolar interaction is relevant, there is no shift of the hysteresis loop, thereby implying that the bulk magnetization, for the zero applied field, is zero. Our interpretation is that because of the largeness of anisotropy energy as mentioned above, we are operating in the Ising limit of the dipolar interaction, for which the local field, in the mean field sense, points parallel or antiparallel to the anisotropy axis, with...
magnetic particles with a specific orientation of their magnetization:

\[
\frac{d}{dt}n_{\sigma}(t) = -\lambda_{0-\sigma}n_{\sigma}(t) + \lambda_{\sigma-0}n_{\sigma}(t),
\]

(10)

\[
\frac{d}{dt}n_{\pi}(t) = \lambda_{0-\pi}n_{\pi}(t) - \lambda_{\pi-0}n_{\pi}(t),
\]

(11)

where the subscripts on \( n \) indicate the two allowed values of \( \Phi \). Solving Eqs. (10) and (11), we may derive for the time-dependent magnetization \( M(t) \):

\[
M(t) = V\mu[n_{0}(t) - n_{\pi}(t)]
\]

\[
= M(t = 0)\exp(-\bar{\lambda}t) + \mu VN\frac{\Delta\lambda}{\bar{\lambda}}[1 - \exp(-\bar{\lambda}t)].
\]

(12)

In Eq. (12),

\[
N = n_{0} + n_{\pi},
\]

(13)

which is a constant,

\[
\bar{\lambda} = \lambda_{0-\pi} + \lambda_{\pi-0}
\]

(14)

and

\[
\Delta\lambda = \lambda_{\pi-0} - \lambda_{0-\pi}.
\]

(15)

The expressions for the rate constants necessitate now a generalization of Eq. (2) in view of the dipolar interaction, and are given by

\[
\lambda_{0-\pi} = \lambda_{0}\exp\left(-\frac{V(K + H\mu)}{K_{B}T}\right),
\]

(16)

\[
\lambda_{\pi-0} = \lambda_{0}\exp\left(-\frac{V(K - H\mu)}{K_{B}T}\right),
\]

(17)

wherein we have neglected terms of order \( \hbar^{2}/K^{2} \). We conclude this section by reiterating a few remarks on the theory presented here. First, we have assumed at the outset that the anisotropy is large, a very good assumption in the context we believe, which has allowed us to approximate a continuous stochastic process by its discrete version. The anisotropy barrier does not appear in equilibrium properties [cf. Eq. (9)] but does strongly influence relaxation kinetics [cf. Eqs. (16) and (17)]. Our second remark concerns the dipolar interaction, which is treated in mean field theory. This interaction, though weak, has a significant contribution to the relaxation effects [cf. Eqs. (16) and (17)]. In particular, and in the context of magnetic nanoparticles, the relaxation rates acquire a \( V^{2} \)-dependent term in the exponent [see also Eqs. (8) and (9)] in addition to an effective temperature-dependent tanh-hyperbolic term. The effect of this contribution is found to be of profound importance in interpreting our data on irreversible magnetization, as presented in Sec. IV below.

III. INTERACTION EFFECT ON MÖSSBAUER SPECTRA

In this section we present our experimental results on Mössbauer spectroscopy and interpret them in the light of the theory given in Sec. II. We will show that the dipolar interaction, though weak, yields a static-looking Mössbauer spectra, because of a time-window effect. The measurement technique is based on the absorption of a 14.4 keV gamma ray transition from the excited nuclear level of angular momentum \( I = \frac{1}{2} \). In a static magnetic field the levels are split, giving rise to the characteristic six-finger pattern. On the other hand, when the field fluctuates in time rapidly around a zero mean the spectrum collapses to a single line, as though there were no magnetic field. It is important at the outset to grasp what exactly the measurement time is as far as Mössbauer spectroscopy is concerned. It might seem it is the nuclear lifetime \( \tau_{\text{n}} \) at first sight, but in point of fact the measurement time-window is provided by the inverse of the Larmor frequencies (associated with the Zeeman interaction) that determine the line positions of the six-finger pattern. When the frequencies are larger than the relaxation rate \( \tau \) one sees a static pattern whereas in the opposite limit the pattern collapses to a single line.

The observed Mössbauer spectra as a function of temperature for specimens A and B are shown in Figs. 2 and 3, respectively. From the room temperature data in Fig. 2 it is evident that the effect of interaction slows down relaxation even at the highest \( T \). We interpret the data based on the following stochastic model Hamiltonian:

\[
\mathcal{H}(t) = -\mu_{g}(I)I_{z}h(t),
\]

(18)

where \( \mu_{g} \) is the nuclear magneton, \( g(I) \) is the level-specific g-factor depending on whether the nucleus is in the excited or ground level, \( I_{z} \) is the component of the nuclear angular momentum along the Z-axis, that is determined by the anisotropy direction of the single-domain particle, and \( h(t) \) is a local field at the nucleus that jumps about stochastically in time.

The local field \( h(t) \) at the nucleus is of course produced by the magnetization of the particle which, for reasons mentioned earlier, is taken to jump between \( \pm h_{0} \), where \( h_{0} \) is proportional to \( H \), at the rates given by Eqs. (16) and (17). The Mössbauer line shape as a function of frequency \( \omega \) is given by

\[
I(\omega) = \frac{1}{\pi}Re\sum_{m_{0},m_{1}}|\langle I_{0}m_{0}|A|I_{1}m_{1}\rangle|^{2}\int dVf(V)
\]

\[
\times \left[ -\frac{i\omega + \Gamma}{2} + \frac{\mu^{2}g_{0}^{2}(g_{0}m_{0} - g_{1}m_{1})^{2}}{\left( -i\omega + \frac{\Gamma}{2} + \bar{\lambda}(V)/2\right)^{2}} \right]^{-1}.
\]

(19)

In Eq. (19) \( A \) is the nuclear transition operator, the matrix elements of which are given by Clebsch-Gordan coefficients, \( \Gamma \) is the natural linewidth of the excited nuclear level, \( g_{0}(g_{1}) \) is the g-factor in the ground (excited) level and \( \bar{\lambda}(V) \) is the volume-dependent relaxation rate as given in Eq. (14). The integral over \( V \) incorporates the particle size distribution with the aid of a probability function \( f(V) \).
where \( y \) is the particle diameter, \( y_0 \) is the most probable diameter, and \( s \) controls the width of the distribution. For numerical calculation we have taken \( y_0 = 3 \), \( s = 1.8 \), \( KV = 10^{-13} \) erg, and \( \mu = 100 \) emu/g. From the fitting of the Mössbauer spectra (Figs. 2 and 3) the values of the relaxation rate \( \lambda \) are computed, which are reproduced in Tables I and II. Since there is a volume distribution [cf. Eq. (20)] there will also be a distribution of the relaxation rate \( \lambda \). In Figures 2 and 3 those values of \( \lambda \) which correspond to fast relaxation yield a broad central line, which provides a background to the split spectra. This background is eliminated in our fitting procedure and what appears in Tables I and II is an estimated \( \lambda \), from Eq. (19) by ignoring \( f(V) \). As expected, \( \lambda \) for a given temperature is systematically smaller for the interacting case (sample A) than for the noninteracting case (sample B) in view of the quadratic volume dependence in the exponent, as mentioned at the end of Sec. II. Further, the strong volume dependence makes \( \lambda \) rather insensitive to temperature variations below 200 K for the interacting sample (A) (cf. Table II).

Coming back to Fig. 2, we note that the spectra are indicative of the presence of an internal magnetic field which is apparently static. We surmise that this internal field has its origin in the dipole-dipole interaction between magnetic particles, when their mean separation is around 5 nm. As we discussed earlier in Sec. II and at the end of the paragraph above, the observed six-finger structure throughout the entire temperature regime is not due to any spontaneous magnetization but a time-window effect as borne out in Tables I and II. This happens due to the fact that the mean dipolar field, as mentioned earlier, is equally probable to point along +Z and −Z direction and keeps fluctuating between these two possibilities.

Given this background to our theoretical analysis, the interpretation of Mössbauer spectra as shown in Figs. 2 and 3, is as follows. At any given point in time, half of the Mössbauer nuclei find their “local” magnetic field pointing along \( \Phi = 0 \) while the other half will see the local field pointing

\[
 f(y) = \frac{1}{y \sqrt{2\pi}} \exp \left[ -\left( \frac{\log \frac{y}{y_0}}{2s^2} \right)^2 \right]. \tag{20}
\]

![FIG. 2. Temperature-dependent Mössbauer spectra of sample A, dots are the experimental points and solid lines are the curves fitted from our model, (a) room temperature, (b) 220 K, (c) 100 K, (d) 20 K.](image)

![FIG. 3. Temperature-dependent Mössbauer spectra of sample B, dots are the experimental points and solid lines are the curves fitted from our model, (a) room temperature, (b) 250 K, (c) 200 K, (d) 125 K, (e) 50 K, (f) 20 K.](image)
TABLE II. Fitted values of the relaxation rate $\lambda$ obtained from the Mössbauer spectra as a function of temperature for the interacting sample A.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>$\lambda$ (mm/s)</th>
<th>Error ($\pm$mm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.36</td>
<td>0.18</td>
</tr>
<tr>
<td>100</td>
<td>1.34</td>
<td>0.12</td>
</tr>
<tr>
<td>200</td>
<td>1.36</td>
<td>0.10</td>
</tr>
<tr>
<td>250</td>
<td>1.74</td>
<td>0.07</td>
</tr>
<tr>
<td>300</td>
<td>2.05</td>
<td>0.11</td>
</tr>
</tbody>
</table>

along $\Phi=\pi$. Both these orientations of the local field would of course yield an identical six-finger pattern, because the nucleus as an observer cannot distinguish between $\Phi=0$ and $\Phi=\pi$, provided the local field is static, within the Mössbauer measurement time. That of course is determined by the temperature $T$ and the mean dipolar strength parametrized by $\lambda$. These two quantities determine the rates of relaxation of the local dipolar field, as indicated in Eqs. (16) and (17). Hence for sample B, for which the dipolar field is negligible, semblance of a six-finger pattern shows up only at the lowest $T$ when relaxation slows down, whereas for sample A, the dipolar coupling keeps the relaxation slow within the nuclear time-window, at all temperatures.

IV. POLYDISPERSITY-LINKED MEMORY EFFECTS

Having discussed the effect of slowing down of relaxation due to the weak interaction between magnetic nanoparticles, both in terms of theory in Sec. II, corroborated by Mössbauer experiments in Sec. III, we focus our attention to another important attribute, viz., the volume-distribution of the nanoparticles. We show that such a distribution leads to striking memory effects in our low-temperature dc magnetization measurements. Surprisingly the dipolar interaction, the subject of our discussion in Secs. II and III, suppresses the memory effects.

The magnetization measurements, are carried out in accordance with the following cooling and heating protocol. At $T=300$ K ($T=T_n$), a small magnetic field ($h=50$ Oe) is applied and the magnetization ($M$) measured. Keeping the field on, the temperature ($T$) is lowered continuously at a steady rate to $T_n$ and $M$ is simultaneously measured up to the temperature $T_n$. Thus one obtains $M$ versus $T$ in the cooling regime ($T_n \leq T \leq T_0$). At $T_n$ the field is switched off and the drop of $M$ is monitored for several ($\approx 4$) hours. Subsequently, the magnetic field is switched back on and $M(T)$ versus $T$ is mapped in the cooling regime ($T_n \leq T \leq T_0$). At $T_n$ the field is switched off again and the process of measurement repeated, until the lowest temperature $T_0$ is reached. Thus, one obtains field-cooled response and zero-field relaxation of the magnetization as a function of temperature. At the end of the cooling cycle, at $T_0$, the field is turned on and $M(T)$ monitored as the system is heated from $T_0$ through $T_{n-2}$, $T_{n-1}$, $T_n$ and eventually to $T_{\infty}$, the magnetic field remaining on throughout. Our results are shown in Fig. 4, for sample A and sample B. The heating path surprisingly shows wiggles in $M(T)$ at all the $T$ steps $T_{n-2}$, $T_{n-1}$, $T_n$ where $h$ was earlier switched off during cooling, apparently retaining a memory of the temperature steps at which the cooling was arrested. One tantalizing aspect of our results is that memory effects are more prominent for sample B than for sample A, although in the latter the average interparticle distance is smaller and hence the dipolar interaction non-negligible. Recently Sun et al.\cite{11} have reported very similar history dependent effects in the magnetization measurements of a monolayer of sputtered permalloy (Ni$_{81}$Fe$_{19}$) clusters on a SiO$_2$ substrate. These authors attribute the disparate cooling and heating histories to aging and concomitant memory effects found in a spin glass phase.\cite{24} Spin glass transitions are known to occur due to disorder and frustration in dilute magnetic alloys that are characterized by a complicated free energy landscape with deep valleys and barriers.\cite{25} Strongly nonequilibrium memory dependent behavior ensues as a result of the system getting trapped in a deep valley such that the relaxation time ($\tau$) for deactivation becomes long compared to experimental time scales of measurement.\cite{26}

Our interpretation of the results shown in Fig. 4 is very different from that of Ref. 11. We demonstrate below that the observed phenomena are not connected to complicated spin glass type interactions but can be simply attributed to a superposition of relaxation times, arising from particle size distribution, as it were in noninteracting single-domain magnetic particles. Experimentally it is known\cite{12} that nanoparticle sizes are usually distributed according to a log-normal distribution. However, we show below that the exact form of the distribution is irrelevant for explaining the memory effect. In fact, in order to keep the analysis simple and to obtain a clear

FIG. 4. (Color online) Experimental $M(T)$ curves during cooling (○ red) in a small magnetic field $h=50$ Oe and zero-field heating (□ black) for the (a) interacting and (b) noninteracting samples showing prominent memory effects. A constant heating/cooling rate of 2 K/min was maintained except at 60 K, 40 K, and 20 K where the cooling was arrested for 4 h duration at each temperature during which time $h$ was switched off.
understanding of the physics it is sufficient to take a sample size distribution consisting of two delta function peaks so that there are only two kinds of particles “large” (volume $V_1$) and “small” $V_2$. Correspondingly we have only two relaxation times $\tau = \tau_1$ and $\tau_2$ in our model, if we remember that [cf. Eqs. (16) and (17)],

$$\tau(V) \propto \exp \left[ \frac{(KV \pm \mu HV)}{K_B T} \right].$$

The interpretation of the observed results hinges on the premise that the time $\tau_1$ is much larger than the measurement time while $\tau_2$ is much smaller, at the lowest measured temperature ($T_0$). Both $\tau_1$ and $\tau_2$ are expected to be smaller than the measurement time at the highest temperature $T_s$. Therefore, in the intermediate temperature domain ($T_0 \leq T \leq T_s$), the small particles equilibrate rapidly, thus showing superparamagnetic viscosity$^{10}$ while the large particles are “blocked.” This is observed in Fig. 5(c) where we have plotted computer simulations of $M(T)$ separately for the two sets of interacting particles under the same cooling and heating regimens. Here we choose the temperature $T^*$ at which $h$ is switched off such that the blocking temperatures$^{8,9}$ corresponding to the two different particle sizes flank $T^*$. The simulations are based on rate theory calculation for the time dependent magnetization given in Sec. II. When $h$ is zero, both sets of particles relax to $M=0$. However, when $h$ is turned on, particles 1 are blocked ($M=0$) while particles 2 show facile response. As $T$ is increased again, $M$ for particles 2 decreases with $T$ while $M$ for particles 1 initially increases before dropping off. The resultant graph is a superposition [see Fig. 5(c)] of a monotonically decreasing curve and a hump, thus producing a wiggle. This effect is seen only when the temperature of arrest is in-between the two respective blocking temperatures, in conformity with the findings of Ref. 12. We have performed measurements on the same system but now with increased interparticle separation ($\approx 15$ nm) [see Fig. 4(b)], the simulation results of which are shown in Fig. 5(b).

The resultant interaction effect due to dipole-dipole coupling, not considered in Ref. 12, is also quite distinct from the quenched-in disorder mediated interactions proposed in Ref. 11. As described earlier the effect of interaction, within a mean-field picture, is incorporated by adding a term proportional to $V^2$ in the exponent of $\tau(V)$ [cf. Eqs. (8) and (9)]. Thus, even small particles ($V_2$) can now have $\tau_2$ larger than the measurement time. This becomes more prominent at lower temperatures. Therefore, the blocking temperatures for both particles 1 and 2 are now shifted to higher $T$, thereby causing the wiggles to disappear. This is consistent with the results of Fig. 4 which show that the memory effects are stronger for the noninteracting particles. We conclude then that the unexpected wiggles seen in the cooling and heating cycles of $M(T)$ versus $T$ have much less to do with interaction effects but more to do with polydispersity of the sample.

How crucially does the nature of the particle size distribution function affect the magnetization recovery during the zero field heating cycle? In order to answer this question we first quantify the memory effect by defining a parameter,
where $\Theta(x)$ is the Heaviside step function. The parameter $R$ measures the positive slope of the $M(T)$ curve during zero field heating. We have calculated $R$ using a Gaussian size distribution centered at $V=V_0$ and with width $s$. Our results for $R$ are shown in Fig. 5(d) for a particular choice of $V_0$ as a function of $s$. We observe that $R$ increases with the width of the distribution and saturates quickly. In this regime, $R$ is almost independent of $V_0$ and accordingly, the detailed nature of the distribution. We conclude that the memory effects will be best seen in samples with a dilute dispersion of particles but a very wide (flat) distribution of sizes. Indeed in this limit the relaxation is known to be prominently dominated by magnetic viscosity characterized by a logarithmic relaxation in time. Not surprisingly, a logarithmic relaxation has been observed in the experiments of Sun et al. although the interpretation offered is different from ours.  

![Graph showing coercivity as a function of temperature for interacting and noninteracting samples.](Image)

FIG. 6. (Color online) Coercivity ($h_c$) as a function of temperature for the interacting (□ red) and noninteracting (◇ black) samples. The corresponding curves ($h_c$ in arbitrary units) obtained from our theory assuming a double delta function particle size distribution are shown in the inset.

\[ R = \Theta \left( \frac{dM}{dT} \right) \bigg|_{T=T_m} \bigg( \frac{dM}{dT} \bigg), \]  

where $\Theta(x)$ is the Heaviside step function. The parameter $R$ measures the positive slope of the $M(T)$ curve during zero field heating. We have calculated $R$ using a Gaussian size distribution centered at $V=V_0$ and with width $s$. Our results for $R$ are shown in Fig. 5(d) for a particular choice of $V_0$ as a function of $s$. We observe that $R$ increases with the width of the distribution and saturates quickly. In this regime, $R$ is almost independent of $V_0$ and accordingly, the detailed nature of the distribution. We conclude that the memory effects will be best seen in samples with a dilute dispersion of particles but a very wide (flat) distribution of sizes. Indeed in this limit the relaxation is known to be prominently dominated by magnetic viscosity characterized by a logarithmic relaxation in time. Not surprisingly, a logarithmic relaxation has been observed in the experiments of Sun et al. although the interpretation offered is different from ours.

Our interpretation of the $M$ vs $T$ data is further substantiated by our earlier reported results (in Fig. 1) of hysteresis measurements and thereby coercivity estimation for both the interacting sample A and noninteracting sample B. Clearly, for sample B the relaxation times are shorter than the measurement time, at 300 K. Thus, there is no hysteresis loop and the coercivity (measured by the width along the abscissa on the zero-magnetization line) is also zero. On the other hand, for sample A, we observe a nonzero coercivity even at 300 K due to the slowing down of relaxation because of the presence of an additional term proportional to $V^2$ in the exponent of $\tau(V)$ as mentioned above.

Next we repeat the above measurements down to 4 K, using a SQUID magnetometer. The coercivity ($h_c$) is plotted as a function of temperature ($T$), in Fig. 6. Because relaxation slows down for both sample A and sample B, $h_c$ increases with decrease of $T$ (Fig. 6). The coercivity of the interacting sample A is larger than that noninteracting sample B for temperatures greater than 25 K. However, at $T=25$ K a surprising crossover is detected, where the coercivity for sample B shoots above that for sample A. We suggest that the reason for this behavior is that the term $H$ in the exponent of $\tau(V)$ in Eq. (21) is replaced by $h+\delta H$, where $h$ is the applied field and the mean field $\delta H$ arises from interaction (cf. Eq. (9)):

\[ \delta H = \mu V A \tanh \left( \frac{\mu V (h + \delta H)}{K_B T} \right). \]  

The tanh term augments the $V^2$ term in the exponent of $\tau(V)$ below 25 K, making the larger particles relax so slowly that they do not respond to $H$ at all. Therefore, the larger particles are “frozen out” from further consideration, making the mean relaxation time in the interacting case even smaller than that for the noninteracting case. This somewhat nonintuitive conclusion is further confirmed by our simulated coercivity computation, shown in Fig. 6 (inset).

To verify our argument further we perform a separate set of experiments on both samples A and B as follows. We field-cool the samples down to 10 K from 300 K in the presence of $h=100$ Oe. At 10 K the magnetic field is switched off and the relaxation of the magnetization measured. We find that the average relaxation time obtained by forcing an exponential fit to our data of sample A is 100 min and that of sample B is 25 min. We then heat the samples to 300 K, and cool it back down to 10 K at zero magnetic field. At 10 K we switch on the magnetic field and wait for 2 h. The magnetic field is then switched off and the magnetization measured. The relaxation time of sample B remains 25 min but the relaxation time of sample A decreases to 30 min. This result is consistent with the reasoning described in the above paragraph. Therefore, for the low-temperature interacting system, larger particles are rendered magnetically inactive. This result is a dramatic illustration of the interplay of polydispersity and interaction effect in determining the relaxation behavior of magnetic nanoparticles which is indeed the underpinning theme of the present paper.

V. SUMMARY AND CONCLUSION

The revival of interest in single-domain magnetic particles due to the resurgence of nanoscience and technology has spurred us to examine in detail the underlying relaxation phenomena. We have presented here both theoretical and experimental results and their intercomparison. Our main focus has been to analyze how the relaxation and response behavior of magnetic nanoparticles is influenced by their mutual interaction as well as polydispersity of particle sizes. The theory presented in Sec. II is based on the simplifying assumption of large uniaxial anisotropy energy vis-a-vis the thermal energy. A further simplifying assumption has been invoked in treating the interaction due to dipolar coupling between magnetic nanoparticles within a mean field approximation. A more complete treatment, requiring the full phase space dynamics of the underlying rotational relaxation of the particles and the need to consider arbitrary orientation of the magnetic field, both external and internal, with respect to...
anisotropy axis, is a subject of ongoing investigation. The simplified theory of Sec. II has been applied to the Mössbauer experiments, described in Sec. III. Mössbauer spectroscopy is a sensitive local tool, both in spatial sense as well as temporal sense. Thus it has been shown in Sec. III that even though the dipolar interaction does not lead to bulk magnetic order, it yields local order within the time-window of the Mössbauer measurement. This slowing down of the relaxation process, occasioned by interaction, has important consequence for memory effects. Memory effects have indeed been our primary focus of attention, further dealt with in Sec. IV. The symbiotic relationship of polydispersity and interaction in influencing the relaxation phenomena has been brought out through low-temperature magnetization and coercivity data. We have demonstrated that just a bimodal distribution of particle size, in which one set of particles remains frozen in its response behavior while the other set exhibits magnetic viscosity, suffices to interpret dramatic relaxation process, occasioned by interaction, has important consequence for memory effects. Memory effects have indeed been our primary focus of attention, further dealt with in Sec. IV. The symbiotic relationship of polydispersity and interaction in influencing the relaxation phenomena has been brought out through low-temperature magnetization and coercivity data. We have demonstrated that just a bimodal distribution of particle size, in which one set of particles remains frozen in its response behavior while the other set exhibits magnetic viscosity, suffices to interpret dramatic

magnetic nanoparticles have been interpreted as being due to arrested Néel relaxation. Our model has been simplified by choosing just two volumes of the particles, on either side of the “blocking” limit. Further corroboration of the proposed mechanism has been achieved by performing measurements on an interacting system. Our results suggest that either by tuning the interaction (through changing interparticle distance) or by tailoring the particle size distribution, these nanosized magnetic systems can be put to important application in memory devices. In particular, a flat volume distribution can be of greater utility than a monodispersed distribution with a single sharp peak.
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