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1. INFroWCFION

The following nonlinear Dirichlet problem

in n(*) II u + A.U + [(u) = g

ul = 0r

wh~'re n is a bounded damin in "Rn, with smooth boundary r, A. is the
2

first eigenvalue of the Laplacian in nand f a real valued C - strictly

convex function satisfying:

lim f (t)
t++oo t o ,0 > 0

+ +

lim [(t)
t+_oo t

o o > 0

with

has b'~~n considered by many authors beginning wi th ArrDroset t i alld Prodi

in [ I] • See[3] for further references. Theseauthors have characterized

the range completely in the above case.

However the following problem:

(**)
II u + A kU + [(u) = g

ul = 0r

in n

wi th k 1- land

A <A -0 <A <A +O<A
k-l k - k k + k+l

where Ak is the kth eigenvalue, has not been tackled in such a great

detail as (*) and the best result known is in a paper by Gallouet and

Ka:Vian [ 4 ] •

(*) TATA Institute of Fundamental Research, Borrbay, India

(**)TATA Institute of Fundamental Research, IlSC Carrpus, Bangalore (India)
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Earlier to this in [6], E. Podolak obtained some partial results. The

rrain aim of this note is to prove a theorem 'IAlichgives the exact

number of solutions at infinity and to the best of our knowledge this

is the first result of its kind for this class of problems. Also in the

case of (*) we improve the result of Arrbrosetti and Prodi, in the sense

we prove a theorem giving exact number of solutions at infinity without

convexity condition.

2. In this sectionwe set up the problem (**) in operator language and also

put do\'il1all the assurrptions we rrake on the nonlinearity.
1 ~

We work in the Hilbert space H (0), the closure of C (0) functions in
Z Zoo

the norm Ilull = /Ivul •

As in Podolak [6] , we assume

'IAlere<Ilkis the norrralized eigenfunction corresponding to A k' 'IAlichwe

assume is simple.

As rega rds tht'nonl inear rrapwe rrake the following hypothesi s :

f: JR ->R isC1•

(HI)

with

lirnf (t)

t->+~ t

lirn f (t)
t -> - '" t

= a

- a

a > 0

(HZ) If'(tll.2.aVt

1irnf' (t)
(H3) -> +'"

1irnf' (t) f' (-"') - a

a as in (HI)



we shall assume a is srmll enough and thi s srmllness of a wi 11 be

rmde more precise as we proceeed.
1

We denote by < .,.> the inner product in the space H (n), whicho

we shall hereafter denote by V.

We define rmppings L:V + V and N:V + V by

17

(a)

(2)
and

(b)

< Lu, v>

< Nu, v >

= lllu . Ilv - A k nf u • v

we set g E V by requi ring

< ;;, v > = - fg. v~ n •
In the above framework solving (**) is equivalent to solving

(3) Lu - Nu
-
g

Let {\ : i ?. 1 } denote the eigenvalues of the Laplacian in n .

We denote by VI the subspace of V generated by all eigenfunctions

except <Ilk' We use PI to denote the projection of V onto VI' We denote

by Vo the one dimensional space generated by <Ilkand we use Po to denote

the projection of V onto Yo'

We now specify the srmllness of a in (HI) by requiring that:

(H4)
a2tMin( IPon(<Pk)1

,
IPon(- 'k'i )J -I -IliP II

IIPol1 ilL PIli
0

and

a < t IIL-Ip 111-1

where n : V + V is defined by(HS)

< n(<p), v >= a f I<pIv\At E V
n
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Remark 1: Except (H3) all the hypotheses we have are the same as in

Pcxlolak [6 ]. However one can relax some of these to prOve Ule resul ts

as in Pcxlolak [6 ] •

Remark 2: We shall assume throughout \\hat follows that; the nonlinear

map N defined above is F-differentiable. Note that if n Rn(n ~ 4)

then we need no further assurrptions on f for N to be F-differentiable.

Otherwi se one can assume hypothesi s as in [ 2 ] •

3. In this Section we prove the main theorem of this paper.

Theorem1. Under the above hypothesi s, given g £ V1 there exists a
t = t (g) such thato 0

(4)
Lu - Nu = t tpk + g

has exactly two solutions for t > t (t < t ) depending on the sign ofo 0

Before we prove this, we state the following result proved in [6 ].

Theorem2 (Podolak [6 ] ) : If f is as above, there exist s a real nuniJer

t. = t. (g) such that for t < t. (t >t. J, (4) has no solution and if

t > t. (t < t.), (4) has at least two solutions depending on the sign of

We now briefly recall the sketch of the proof of the above theorem.

It is now more or less classical that to solve (4) one solves

(5)

It is easy to show (Sa) is uniquely solvable for each fixed p, for

a given g. Once this is done, defining

one analyzes the behaviour of H(p) to prove Theorem 1ike 2 (see [2] ,[4] ,

[6 ] ). It is easy to see under the hypothesi s we have, that , given g£ VI



<I>(p )n
and any sequence (p ). + a> then (...,....,......) has a convergent subsequence.·n IPnl
The same is t rue if (p ). - a>. Moreover every convergent subsequence ofn
(<I>(p,g)/Ip!) as Ipl. a>converges to ~(±) independent of g and ~(±) is

the unique solution of (uniqueness due to hypothesis (H4»,

L~(±) - P n(±<I> + ~(±» = 01 k

Once we have this infornation, one can show that H(p).a> as Ipl .a>. In

fact under our hypothesis it can be shown that
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H(p)
IPr • P n(±<I> + ~(±» > O.o k

Proposi t i on 1:

We now proceed to prove the Theorem 1. Bef ore proving the Theorem

we state and prove the following:

Let <I>eJ!l (fl) satisfyo

(8)
L<I>-P1n(<I>+<I>k)=0

- Pon(<I> + <l>k) = C<I>k' C '" 0

Let E = {xefl: (<1>+<l>k)(x) = O}. Then measure of E lEI = O.

Proof:

(9)

(8) is the same as

with C to. Clearly we have adequate regularity. Now we use the foI-
l 1

lowing resul t proved in [5, page 53] \\hich states: Let u e H ,s(fl).

Then auf =Oa.e. in fl ={xefl: u =O}, 1 < i <N.
aXi 0 - -

A repeated use of the above resul t in our case shows that Il( <I>+ <I>k)

vanishes a.e. on E. Hence EC::{ x e fl : <I>k (x) = O} follows from (9).

But it is classical that {xefl: <I>k(x) = O} is a set of measure zero.

Hence the proposition.

Proof of Theorem 1: we will show that

tends to ±Pon(~(±)±<I>k) as p.±a>. It is clear that the theorem follows

from this. Here ~(±) is the same as in (7).
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We first claim

To show this consider

lim
p + '"

<I>(p)
P

w. lim<l>'(p)
p+ '"

Taking derivative wrt .p, we have

i.e.

(11)

Using the hypotheses (HZ) and (H4)it follows that (<I>'(p» is bounded

independent: of p. Let a subsequence ,'(p )+ w , weakly as p +'" • Noticen n
(1.1) is the same as

for all VE VI. Since we already have

taking 1imi t as n + '" , that

(1Z) < L <1>'(p ), v > =n If' (<I>(p) + p <l>k)(<I>'(p ) + <l>k)v,o n n n
<I>(p) -
__ n_+ <1>(+),it is easy to see,

Pn

(13)

\\here

< Lw, v >

Notice that by proposition 1 the set E = {XEO : (~(+)+ <l>k)(x) = O} has

measure zero. Also notice that in claiming (1Z) :;:> (13) as n + '" , we

have used the hypothesis (H3), the dominates convergence theorem and

the fact that if (x ) is a sequence of rela nurrbers such that everyn
subsequence has a convergent subsequence converging the same I imi t ,

then (x ) itself converges to the same limit. Also we have used that ifn .
Z

V + V strongly in L (0) then there exists a subsequence v ,such that
n ~

v (x) + v(x) a.e. notice that (13) irrplies
nk



(14)
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-..here n 1 (", k + ~ (+)) is defined through

< n 1 ("'k + ~ (+) )v1 ' v2 > = lSgn (\: + ~ (+) )v1 v2

Our hypothesis (H4)~(14) has a unique solution. But then

by (7) because (15) is the same as

< L~(+), v > -o..fSgn ("'k + ~(+)) (~(+) + "'k)v

= < L (+),v > <\/I~(+) + "'k1v V-v£V

= 0 by (7).

Hence III = iP(+) i.e.

S. lim
p .• m

Nowconsider

'" (p)
p

Ill. lim ""(p)
p .•m

(16) H' (p)

For similar reasons as (12) ~ (13) ,we have

(17) lim H' (p)
p .• m

<.

But RHSin (17) we know is positive if r/I"'kl "'k is positive. Similarly
one can show,

lim H'(p) = - P n(-", +iP (-)) < 0o k
P" m

hence we have shown that H(p) is strictly increasing for p > p (p > 0)o 0

and that H(p) is strictly decreasing for p < - P • This then proveso
the Theorem.

ReJffirk 3: To obtain a resul t 1ike Theorem (2) quot ed above one does

not need to assume as strong an hypothesis as in [ 6]. It is sufficient

to assume f' is such that,

- (~ -1) h2Ak_1
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Where k, is such that n = ( 1 ­

this case needs to be modified.

Ak
-- -k,) > O. However the proof in

A k-1

In the light of Theorem 1 proved above it is natural to ask if one

can irrprove the theorem in the special case When Ak = A,. In thi s case

we prove Theorem 3 below. Before we state and prove the theorem we make

the following assurrptions.

(H '1)

(H'2) :

(H'3)

f:R+is C 2

lim

f'(t) = a ,a> 0

t +
lim

f'(t) = - n, n > O.

t +
If'(t)\ <)..2 -

A,
Vt

o < A, - n < A, < A, + a

< A2

Theorem]: Under the assunptions (H'l) - (H']), there exists a real

nuniJer t = t (g) such that, letting P g be the L2 projection of g ano 0 0

Ker(t. + A,), the equation (~<) has exactly two solutions if P g > t .o 0

Proof: Notice that if we proceed along the same lines and with similar

one uses (H'2).

notations as in the proof of Theorem I, then we have only to prove (i)

(~'(p» exists and is bounded (compare with equation (11», (ii) Equation

corrsponding to (7) has a unique solution and (iii) Equation corresponding

to (14) has a unique solution.

It is easy to see that (~'(p) exists and is bounded and hence we

shall not give details. Also notice that the boundedness of (~'(p) implies

the boundedness of ~(p). it is essentially in proving this step that

Ipl

The equation corresponding to (7) in this case is:

(18)

Observe that (18) is the same as



But then it is an easy consequence of contraction principle to see that

•• (±) is unique. Hence we have now got over two of the three di fficuIties

we had.

We now consider the equat:t_OO'corresponding to (14) and prove it has

a unique solution. Observe that the equation corresponding to (14) in

this case is:

Suppose there exists two solutions wland w2for the equation (20),

then
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(21)

and

(22)

hold.

Subtracting (22) from (21), we have

(23)

i.e.

< L(wl -w2 ),w, - w2 >

o Jlv(wl-w2)12 -\ !(WI-W2)2 -Cl J(WI-W2) +fl J(WI_W2)2.
o 0 01 O2

.:. A2 Ilwl - W211~2 (0) - A'I Ilwl- W2 lie (0)- Clil WI - W2 II'

> (A2- (AI+ Cl)) Ilwl -W2W

Since A 2> (A 1+ Cl ), the above inequal ity irrplies WI = w2• Hence we have

proved the uniqueness of solution for (20). Hence the theorem is now

proved.
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