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Abstract

Consider a two-party quantum communication protocol
for computing some function f : {0,1}™ x {0,1}" — Z.
We show that the first message of P can be compressed to
O(k) classical bits using prior entanglement if it carries at
most k bits of information about the sender’s input. This im-
plies a general direct sum result for one-round and simulta-
neous quantum protocols. It also implies a new round elim-
ination lemma in quantum communication, which allows us
to extend recent classical lower bounds on the cell probe
complexity of some data structure problems, e.g. approx-
imate nearest neighbor searching on the Hamming cube
{0, 1}, to the quantum setting. We then show an optimal
tradeoff between the privacy losses of Alice and Bob in com-
puting f in terms of the one-round quantum communication
complexity of f with prior entanglement. This tradeoff is
independent of the number of rounds of communication.

The above message compression and privacy tradeoff re-
sults use a lot of qubits of prior entanglement, leading one
to wonder how much prior entanglement is really required
by a quantum protocol. We show that Newman’s [New91]
technique of reducing the number of public coins in a clas-
sical protocol cannot be lifted to the quantum setting. We do
this by defining a general notion of black-box reduction of
prior entanglement that subsumes Newman’s technique. In-
tuitively, a black-box reduction does not change the unitary
transforms of Alice and Bob; it only decreases the amount
of entanglement of the prior entangled state. We prove that
such a black-box reduction is impossible for quantum proto-
cols by exhibiting a particular one-round quantum protocol
for the equality function where the black-box technique fails
to reduce the amount of prior entanglement by more than a
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constant factor.

1 Introduction

Consider a two-party quantum communication protocol
P for computing some function f : {0,1}"x{0,1}" — Z.
We assume that P uses only unitary transformations for its
internal computation, except at the very end when the final
recipient of a message makes a von Neumann measurement
of some of her qubits to declare the output. Thus, the joint
state of Alice and Bob is always pure during the execution
of P. We also assume that the players make safe copies of
their respective inputs using CNOT gates before commenc-
ing the protocol. These safe copies of the inputs are not
affected by the subsequent operations of P, and are never
sent as messages. In this paper, we consider protocols with
and without prior entanglement. By prior entanglement, we
mean a pure quantum state |¢) that is shared between Alice
and Bob and that is independent of their input (x,y). |¢)
can be supported on an extremely large number of qubits.
The unitary transforms of Alice in P are allowed to ad-
dress her share of the qubits of |¢); similarly for Bob. The
classical analogue of prior entanglement is shared random
bits. Often, the prior entanglement in a quantum protocol
is in the form of some number of EPR pairs, one-half of
which belongs to Alice and the other half belongs to Bob.
We know that for some quantum communication problems,
presence of such prior entanglement helps in reducing the
communication. For example, the technique of superdense
coding [BW92] allows us to often reduce the communica-
tion complexity by a multiplicative factor of 2. So a natural
question that arises is how much prior entanglement is re-
ally required by a quantum protocol? For classical commu-
nication, Newman [New91] has shown that O(log n) shared



random bits are sufficient for any protocol. This is tight,
as evidenced by the equality function on {0, 1}™ which re-
quires 6(log n) bits with private randomness and O(1) bits
with shared randomness. We shall return to the question
about the power of prior entanglement in quantum commu-
nication later. But first, we look at another problem in com-
munication complexity viz. privacy loss and message com-
pression, and explore the role of prior entanglement with
regard to them.

We are interested in the privacy loss of Alice and Bob
that is inherent in computing f. Privacy in communica-
tion complexity was studied in the classical setting by Bar-
Yehuda et al. [BCKO93], and in the quantum setting by
Klauck [Kla02] and Jain, Radhakrishnan, and Sen [JRS02].
For studying privacy issues in quantum communication, we
only consider protocols without prior entanglement. To de-
fine the privacy loss of Alice, imagine that Alice follows the
protocol P honestly but Bob is malicious and deviates arbi-
trarily from P in order to extract the maximum amount of
information about Alice’s input. The only constraint on Bob
is that Alice should not be able to figure out at any point of
time whether he is cheating or not; we call such a cheating
strategy of Bob undetectable. Suppose p1 = px X py is a
product probability distribution on X x ). Let register X
denote the input qubits of Alice, and B denote all the qubits
in the possession of Bob at the end of 7. We assume the
input registers of Alice and Bob are never modified and are
never sent as messages in . Then the privacy loss of Alice
under distribution g at the end of P is the maximum mutual
information 7(X : B) over all undetectable cheating strate-
gies of Bob. The privacy loss of Bob can be defined anal-
ogously. In the quantum setting Bob has a big bag of un-
detectable cheating tricks that he can use in order to extract
information about X . For instance, he can start the protocol
P by placing a superposition of states |uy) (for a proba-
bility distribution 7= on Z, |) = Y. \/m(2)]z)) in his in-
put register Y and running the rest of the protocol honestly.
This trick works especially well for so-called “clean’ proto-
cols that leave the work qubits of Alice and Bob at the end
of the protocol in the state |0). For example, consider the
following exact clean protocol P computing the inner prod-
uct modulo 2, z - y, of two bit strings z, y € {0,1}™: Alice
sends her input = to Bob, Bob computes x -y and sends back
2 to Alice keeping the bit -y with himself, and finally Alice
zeroes out Bob’s message by XORing with her input z. If
Bob does the above ‘superposition cheating’ trick for P, his

final state at the end of P becomes (ZyE{O,l}" ly, x - y>).

It is easy to see that Bob has n bits of information about
x, if z is distributed uniformly in {0,1}™. Thus, the pri-
vacy loss from Alice to Bob for this protocol is at least 7,
under the uniform distribution on {0,1}™ x {0,1}". See
[CvDNT98] for more details. Thus, it is conceivable that

Alice and Bob use an “unclean’ protocol to compute f in or-
der to minimize their privacy losses. We shall be concerned
with proving tradeoffs between the privacy losses of Alice
and Bob for any quantum protocol computing f, includ-
ing ‘unclean’ ones. Note that defining the privacy loss only
for quantum protocols without prior entanglement is with-
out loss of generality, since we can convert a protocol with
prior entanglement into one without prior entanglement by
sending the entanglement as part of the first message of the
protocol; this process does not affect the privacy loss since
after the first message is sent, the qubits in the possession
of Alice and Bob are exactly the same as before.

For private coin randomized classical protocols, a related
notion called information cost, was defined in [BJKS02] to
be the mutual information I(XY : M) between the play-
ers’ inputs and the complete message transcript M of the
protocol. For quantum protocols there is no clear notion of
a message transcript, hence we use our definition of privacy
instead. Also, other than cryptographic reasons there is also
another reason why we allow the players to use undetectable
cheating strategies. In the above clean protocol P for the in-
ner product function, if both Alice and Bob were honest the
final state of P would be |z) ® |y, z - y), where the first state
belongs to Alice and the second to Bob. Under the uniform
distribution on x, y the privacy loss from Alice to Bob is
1, whereas the classical information cost is at least n. This
shows that in the quantum setting, because of the ability of
players to “forget’ information by uncomputing, it is better
to allow undetectable cheating strategies for players in the
definition of privacy loss in order to bypass examples such
as the above.

Jain, Radhakrishnan, and Sen [JRS03] showed that for
classical constant round private coin protocols with a prod-
uct probability distribution on their inputs, one can com-
press the messages to the information cost of the protocol.
Their compression technique does not require any shared
randomness. This leads us to wonder whether one can com-
press the messages of a protocol P that has low privacy loss
for both Alice and Bob. Jain et al.’s [JRS03] compression
strategy for classical protocols was ‘recipient-non-invasive’
in the sense that, for one round protocols, it did not change
the computation of the recipient except up to a trivial re-
labeling of the messages. Unfortunately, they also showed
that such a recipient-non-invasive compression result does
not hold for quantum protocols; they exhibited a one-round
quantum protocol without prior entanglement for the equal-
ity function on n-bit strings with constant privacy loss,
where any recipient-non-invasive compression strategy can-
not compress Alice’s message by more than a multiplicative
factor of 6! In this paper, we revisit Jain et al.’s [JRS03]
‘incompressible’ quantum protocol for equality and note
that their incompressibility proof breaks down if the new
protocol is allowed prior entanglement. Recall that in the



classical setting, allowing shared randomness for the new
protocol does not affect its communication complexity by
much. The question now arises whether one can compress
the first message of a quantum protocol without prior en-
tanglement, if the message carries low information about
Alice’s input and if the new protocol is allowed prior en-
tanglement. We answer this question in the affirmative thus
providing a counterpart to the negative result of [JRS03].

Result 1 (Compress first rnd., informal stmt.) Let u bea
probability distribution on X x ). Let P be a quan-
tum protocol without prior entanglement for a function
f: X x Y — Z having bounded average error probability
under u. Suppose Alice’s first message in P has mutual in-
formation at most & about her input, under distribution .
Then there is a protocol P’ for f with prior entanglement
having similar average error probability under ., where the
first message is classical and O(k) bits long. The commu-
nication of P’ for subsequent rounds is the same as in P.

Remark: Note that in the presence of prior entanglement
the communication can be assumed to be classical because
of quantum teleportation [BCJ*93].

The proof of the above result uses a technical quan-
tum information-theoretic fact called the substate theo-
rem [JRS02]. Essentially, it says that if a quantum encoding
of a classical random variable z — o, has information at
most & about z, then for most z, 23% < o (for Hermi-
tian matrices A, B, A < B is a shorthand for the state-
ment “B — A is positive semidefinite”), where o 2 E.loz]
The classical version of the substate theorem was used by
[JRS03] to prove their classical message compression re-
sults. Also recently, Chakrabarti and Regev [CR04] used
the classical substate theorem to compress the first mes-
sage of a classical deterministic protocol in their work on
cell probe lower bounds for approximate nearest neighbor
searching. Our result above can be viewed as the quantum
analogue of their result. However, our proof is quite differ-
ent from the earlier classical compression proofs; in partic-
ular, it is not based on a rejection sampling [JRS03] argu-
ment. Also, it uses prior entanglement in a crucial manner.

Result 1 allows us to prove a general direct sum result for
one-round quantum communication protocols with prior en-
tanglement, as well as simultaneous message quantum com-
munication protocol having prior entanglement between Al-
ice and the referee and Bob and the referee only. In the m-
fold direct sum problem f®™, we are given m independent
copies of a function f; we need to communicate and find the
function values correctly for each of the m copies. We prove
that QP (&™) > m - Q1P"™>(f), where QP"(f) is
the bounded error one-round quantum communication com-
plexity of f with prior entanglement. Result 1 also allows us
to prove a new round elimination result for quantum com-
munication, combined with the ‘message switching’ tech-

nique of [CRO4]. To state the round elimination lemma, we
first need the following definition.

Definition 1 (f(*)-4) Let f : X x Y — Z. The commu-
nication game ()4 is defined as follows: Alice gets k
strings x1, ..., x € X. Bob gets an integer j € [k], a copy
of strings x1,...,z;—1, and a string y € ). They are sup-
posed to communicate and determine f(x;,y). The com-
munication game f(*)-5 is defined analogously with roles
of Alice and Bob reversed.

Result 2 (Round elim., informal stmt.) Let f : X x Y —
Z be a function. Suppose P is a ¢-round quantum pro-
tocol for f(%)-4 with prior entanglement having bounded
worst case error. Suppose Alice starts the communication
and the first and second messages of P are [; and 5 qubits
long respectively. Then there is a (¢ — 1)-round protocol for
£ with prior entanglement having similar worst case error
where Bob starts the communication and the first message
is 15 - 2001/%) qubits long. The subsequent communication
in P’ is similar to that in P.

The above round elimination lemma is useful in situations
where Alice’s message length /; is much smaller than Bob’s
message length I». Such a situation arises in proving cell
probe lower bounds for data structure problems like approx-
imate nearest neighbor searching in {0, 1}™ and set prede-
cessor. Result 2 is the quantum analogue of the classical
round reduction technique in [CR04], where it was used
crucially in proving optimal randomized cell probe lower
bounds for approximate nearest neighbor searching. Re-
cently, Patrascu and Thorup [PT04] used the same classical
technique to prove sharper lower bounds for the set prede-
cessor problem. We remark that both these results carry
over to the address-only quantum cell probe model (defined
in [SV01]) as a consequence of Result 2.

We now turn our attention to privacy loss and compress-
ing the many rounds of communication of a quantum pro-
tocol, not just the first round. We prove the following result
using the substate theorem [JRS02].

Result 3 (Compress many rounds, informal stmt.) Let
be a product probability distribution on X x Y. Let P be
a t-round quantum protocol without prior entanglement for
afunction f : X x Y — Z having bounded average error
probability under . Let k., k; denote the privacy losses
of Alice and Bob respectively under distribution p after ¢/
rounds of communication in P. Then thereisat — ¢t +
2-round protocol P’ for f with prior entanglement having
similar average error probability under p, and satisfying
the following properties:

1. The first message of P’ is from Alice to Bob, it is clas-
sical and k,2°(+) bits long;



2. The second message of P’ is from Bob to Alice, it is
classical and O(k) bits long;

3. The communication of P’ for subsequent rounds is the
same as the communication of P inrounds¢'+1, ..., t.

Remark: Result 1 does not follow from Result 3. Result 1
holds for any probability distribution on X’ x ) whereas our
proof of Result 3 requires product distributions. It is open
whether a multiround compression result can be proved for
non-product distributions, even for classical protocols.
Result 3 allows us to prove a general tradeoff between
the privacy loss k., of Alice and the privacy loss k;, of
Bob at the end of a quantum protocol P computing a
function f viz. that k,200) > QhA—’B’pub(f), where

Q[leﬂB’p“b(f) is the one-round quantum communication
complexity (with Alice communicating) of f with prior en-
tanglement having bounded average error under maximized
over all product distributions. It also shows that the privacy
loss for computing f is lower bounded by log Q[ljp“b(f).
This latter result can be viewed as the privacy analogue
of Kremer’s result [Kre95] that the bounded error quan-
tum communication complexity of f is lower bounded by
the logarithm of its deterministic one-round communication
complexity. Result 3 also allows us to show a weak gen-
eral direct sum result for quantum protocols. All these re-
sults are optimal in general as evidenced by the index func-
tion problem [ANTV02]. Recall that in the index function
problem, Alice is given a database « € {0,1}" and Bob is
given an index ¢ € [n]. They have to communicate and de-
termine x;. The one-round quantum communication com-
plexity from Alice to Bob for this problem is Q(n), even
for bounded average error under the uniform distribution
and in the presence of prior entanglement. Thus, we get
the privacy tradeoff k,2°(**) > n for the index function
problem. This is optimal; consider a deterministic proto-
col where Bob sends the first b bits of his index and Alice
replies by sending all the 5 bits of her database consis-
tent with Bob’s message. Earlier, Jain, Radhakrishnan, and
Sen [JRS02] had proved the same privacy tradeoff for the
index function problem specifically. Our general tradeoff
above can be viewed as an extension of their result to all
functions.

The above message compression results use a huge
amount of prior entanglement. The prior entanglement
seems to be crucial in view of the ‘recipient-non-invasive
incompressibility” result of [JRS03]. This brings us back
to our original question: How much prior entanglement is
really required by a quantum protocol? One might hope
to extend Newman’s [New91] proof that a classical proto-
col needs only O(log n) shared random bits to the quantum
setting. Newman’s proof uses a Chernoff-based sampling
argument on the shared random bit strings to reduce their
number to O(n). The reduction is done in a black-box fash-

ioni.e. it does not change the computation of Alice and Bob
in the protocol. In the quantum setting, one might similarly
hope to reduce the amount of entanglement of the prior en-
tangled state |¢) to O(n) and leave the unitary transforms
of Alice and Bob unaffected i.e. the hope is to find a black-
box Newman-style prior entanglement reduction technique.
We show that such a black-box reduction is impossible. To
state our result precisely, we need the following definitions.

Definition 2 (Similar protocols) Two protocols P and P’
with prior entanglement and outputting values in Z are
called similar protocols if both use the same number of
qubits and the same unitary transformations and measure-
ments, have the same amount of communication and for all
(2,y) € {0,137 x {0, 1}, | P(z,y) — P'(z,y)], < 1/20.
Here, P(z,y), P'(z,y) are the probability distributions on
Z of the output of protocol P, P’ on input (z,y). P, P’
may use different quantum states as their input independent
prior entanglement.

Definition 3 (Amt. of entanglement) For a bipartite pure
state |¢) 4, consider its Schmidt decomposition, |¢) =
Zle VAilai) ®1b;), where {a;} is an orthonormal set and
sois {b;}, A; > 0and ). \; = 1. The amount of entangle-

ment of |¢) 4 5 is defined to be E(|¢) ap) 2 _ > Ailog A;.
The Schmidt rank of |¢) 45 is defined to be k.

One might hope that the following conjecture is true.

Conjecture 1 For any protocol P for f {0,1}™ x
{0,1}™ — Z with prior entanglement, there exists a simi-
lar protocol P’ that starts with prior entanglement |¢) 45,

E(|¢)ap) = O(logn).

We prove that the above conjecture is not correct for
quantum communication protocols. The proof follows
by sharpening the geometric arguments behind the proof
of the ‘recipient-non-invasive incompressibility” result of
[JRSO03].

Result 4 (No black-box red. of prior entang.) Let us de-
note the equality function on n-bit strings by EQ,, . There
exists a one-round quantum protocol P for EQ, with
%" + logn + 0(1) EPR pairs of prior entanglement and
communicating 4 bits, such that there is no similar pro-
tocol P’ that starts with a prior entangled state |¢) 5,

E(|¢)ap) < n/600.

The above result shows that in order to reduce prior entan-
glement in quantum communication, one has to look be-
yond black-box arguments and change the unitary trans-
forms of Alice and Bob. This appears to be quite difficult.



Organization of the paper: In the next section, we col-
lect some preliminaries that will be required in the proofs of
the message compression results. In Section 3, we prove our
results on first round compression and round elimination in
quantum protocols. We prove our multi-round compression
resultin Section 4. In Section 5, we show that black-box re-
duction of prior entanglement in quantum communication
is impossible.

2 Preliminaries

All our message compression arguments are based on
the following common idea: If Alice does not reveal much
information about her input, then it must be the case that
Bob’s state after receiving Alice’s messages does not vary
much (as Alice’s input varies). In this situation, Alice and
Bob can start in a suitable input independent state and Al-
ice can account for the variation by applying appropriate
local transformations on her registers. We formalize this
idea using the notion of a (, «)-corrector, and establish the
existence of such correctors by appealing to an information-
theoretic result called the substate theorem due to Jain, Rad-
hakrishnan, and Sen [JRS02].

Fact 1 (Substate theorem, [JRS02]) Let H, X be two fi-
nite dimensional Hilbert spaces and dim(K) > dim(H).
Let C2 denote the two dimensional complex Hilbert space.
Let p, o be density matrices in H such that S(p|lo) < oo.
Let [p) be a purification of p in HQX. Then, for r > 1, there
exist pure states |¢), |#) € H® K and |7) € H ® K @ C?,
depending on r, such that |7) is a purification of o and
1) (P| — 16} (]l < . where

-1 -1
[7) =\ [9)11) + /1 =~ 10)]0)

and k 2 85(pllo) + 14. Note that one can, by means of
a local unitary operator on K ® C?2, transform any known
purification |o”) of o to [7). Also, measuring the last qubit
of |[7) and observing a |1) puts the remaining qubits into
the state |). It follows that for every purification |o') of o,
there is an unnormalized superoperator M, depending on
|o’), acting on the qubits of |o’) other than those of o, such
that M(|o’)(o’|) normalized is equal to |¢). Furthermore,
this superoperator succeeds with probability at least :2%

Definition 4 ((d, «)-corrector) Let Alice and Bob form a
bipartite quantum system. Let X denote Alice’s input regis-
ter, whose values range over the set X. For z € X, let o,
be a state wherein the state of the register X is |x); that is,
o, has the form |z) (x| ® p,.. Let p be a probability distribu-
tion on X. Let o be some other joint state of Alice and Bob.

A (0, «)-corrector for the ensemble {{o;}.cx; o} with re-
spect to the distribution g is a family of unnormalized su-
peroperators { M } . acting only on Alice’s qubits such
that:

1 r, 2 TrM, (o) = aforall x € X, that is, M, when
applied to o succeeds with probability exactly .

2. M, (o) has the form |z){z| @ pl, that is, the state of
the register X of Alice is |x) when M succeeds.

3. Eu [||ow — M. (0)]],,] <9, thatis, M., on success
corrects the state o by bringing it to within trace dis-
tance 6 from o .

We shall also need the following observation.

Proposition 1 Suppose a boolean-valued measurement M
succeeds with probabilities p, ¢ on quantum states p, o re-
spectively. Let p’, o’ be the respective quantum states if M
succeeds. Then, [|p" — o’ll,, < sy 10— 9l

Proof: We formalize the intuition that if some measure-
ment distinguishes p’ and o', then there is a measure-
ment that distinguishes p and o. Assume p > ¢ (other-
wise interchange the roles of p and ). Now there exists
(see e.g. [AKN98]) an orthogonal projection M’, such that

TM'(p — o) = ”p_%. Let M” be the POVM ele-
ment obtained by first applying POVM M and on success
applying M’. Then the probability of success of M’ on p
is p- TrM'p’, and the probability of success of M” on o is

qg-TrM'c’ <p-TrM'c’. Thus,

1
5 lp—ol,, > TrM"p—TrM"c

> p(TrM'p' — TrM'c”)
p
= §.Hp/_o./||tr,
implying that ||p’ — o', < llo=olly; -

p
We are now ready to use the substate theorem to show

the existence of good correctors when Bob’s state does not
contain much information about Alice’s input. While apply-
ing the substate theorem below, it will be helpful to think of
Alice’s Hilbert space as K @ C? and Bob’s Hilbert space as
‘H in Fact 1.

Lemmal For x € X, let |¢,) = |z)|¢,) be a joint pure
state of Alice and Bob, where |z) and possibly some other
qubits of |¢,) belong to Alice’s subsystem A, and the re-
maining qubits of |¢,.) belong to Bob’s subsystem B. Let

w1 be a probability distribution on X’; let o = E.l¢z){(¢z]

and |¢) = > w Vu(z)|de). Let X denote the register of
Alice containing |z). Suppose I(X : B) = k, when the
joint state of AB is 0. Then for § > 0, there is a (J, «)-
corrector { M },cx for the ensemble {{|¢4)};|®)} where
a = 27OK/5%),



Proof: Let p, 2 Tra|és)(ds] and p 2 Tral¢)(¢|. Note
that p = Eup.. Now, &k = I(X : B) = E.S(pz]p).
By Markov’s inequality, there is a subset Good C X,
Pr,[Good] > 1 — §/4, such that for all z € Good,
S(pzllp) < 4k/5. We will define superoperators M, for
x € Good and x ¢ Good separately, and then show that
they form a (4, a)-corrector.

Fix z € Good. Using Fact 1 with r to be chosen later,
we conclude that for all z € Good, there is an unnor-
malized superoperator M, acting on A only such that if

A ~ - A M, —
G = TeMo(|6)(0]), 6, = =020 then, g, > 1oLy
and ||, — |¢2)(Da]|l, < % Now, measure register X in

&, and declare success if the result is .. Let o7, be the re-
sulting normalized state when z is observed. Measuring X
in |¢,) results gives the value = with probability 1. Hence,
by Proposition 1,

/ 2
”Um - |¢w><¢m|”tr < W

Furthermore, since ||6, — [¢2) (02|, < % the probabil-

ity ¢/, of observing = when X is measured in the state &, is

at least 1 — % and the overall probability of success is at

least ¢.q), > (1— %)(ﬂz%m) 2 «. Inorder to ensure that
the overall probability of success is exactly «, we do a fur-
ther rejection step: Even on success we artificially declare

failure with probability 1 — q:‘q, . Let M, be the unnormal-

ized superoperator which first applies M., then measures
the register X, and on finding x accepts with probability

oo+ Thus, forall z € Good, the probability of success

re 2 TrM,(|¢){(¢]) is exactly equal to «.. This completes
the definition of M, for x € Good.

For x ¢ Good, M, swaps |z) into register X from
some outside ancilla initialized to |0) and declares success

artificially with probability r, = «. Forall z € X, let
o & Ma($)(8])

Tz

Thus for all z € X, ¢/, contains |z) in register X and
r, = «. Finally, we have

Ep [l — 162) (62 ll,s
< N u@) el = 1e)allle + D )2

x€Good z¢Good
2 4]

< —4+Z.2
< Fti

Forr = % this quantity is at most §, and we conclude that

the family { M, }.cx forms the required (0, «)-corrector
for the ensemble {{|¢,) }oex: |0)} With o = 2-0*/5°) m

3 Compressing thefi rst message

To state our message compression and round elimination
results, we need the following definitions.

Definition 5 ([t; 11, . . ., [{]* protocol) In a [t;1y,...,1;]4
protocol, there are ¢ rounds of communication with Al-
ice starting, the ith message being [; qubits long. A
[t;l1,...,1;]P protocol is the same but Bob starts the com-
munication.

Theorem 1 (Compressing the first message) Let f : X x
Y — Z be afunction and . be a probability distribution on
X x ). Suppose P is a [t;11,1a,...,1;]* quantum proto-
col without prior entanglement for f having average error
less than e under . Let X denote the random variable
corresponding to Alice’s input and N7 denote the qubits of
Alice’s first message in P. Suppose I(X : Ny) < k. Let
0 > 0 be a sufficiently small constant. Then, there is a
[t; 8,1 ...,1:]* quantum protocol P’ with prior entangle-
ment for f with average error less than e+ ¢ under i, where
B8=0 (5%) Also, the first message of Alice in P’ is classi-
cal.

Proof: Let |¢,) denote the state vector in P of Alice’s
qubits (including her input register) and her first message
N7 just after she sends N; to Bob, when she is given in-
putz € X. Let|¢) denote the corresponding state vector
in P when the protocol starts with Alice’s input registers in

the state > \/pz|¢.), where p, = Pr,[X = z]. Since
I(X : N1) < k, Lemma 1 implies that there is a (6/2, a)-
corrector { M },ecx for the ensemble {{|¢s)}ucx; @)}

where o = 2-0/5") That is, with r, 2 Tr(Ma|)(d])

A
and o/, = U900 we have E,, [0, — 62 ) (¢alll,] <
[

5

We now describe the protocol P’. The protocol P’
starts with 27 2 o1 log(2/6) copies of |¢) as prior en-
tanglement. Alice applies M, to each copy of |¢) and
sends the index of the first copy on which she achieves
success. Thus, her first message in P’ is classical and
B = log(1/a) + loglog(2/8) = O(k/5?) bits long. Alice
and Bob use that copy henceforth; the rest of P’ is exactly
as in P. The probability that Alice achieves success with
M, on at least one copy of |¢) is more than 1 — 2. Further-
more, the state of Alice’s registers and the first message N,
on this copy is exactly o7.. Thus, the probability of error for
the protocol P’ is at most

J b 6
e+ 5 T Eulllog = 16:)(dalll] S e+ 5+ 5 s etd.

This completes the proof of the theorem. [ ]



Remark: We can eliminate prior entanglement in quan-
tum protocols by assuming that Alice generates the prior
entangled state herself, and then sends Bob’s share of the
state along with her first message. This can make Alice’s
first message long, but if the information about X in Al-
ice’s first message together with Bob’s share of prior en-
tanglement qubits in the original protocol is small, then the
conclusions of the theorem still hold.

Corollary 1 (Eliminating the first round) Under the con-
ditions of Theorem 1, if ¢ > 3 there is a [t — 1;2°1y, 13 +
8,14, ..., 1;]P quantum protocol P with prior entanglement
for f with average error at most e + § under p. If ¢t = 2,
we get a [1;2%1,]2 quantum protocol P with prior entan-
glement for f with average error at most € + ¢ under p.

Proof: Suppose ¢t > 3. Let Ny, N3 denote the second and
third messages of P’. Consider a (¢ — 1)-round protocol P
where Bob begins the communication by sending his mes-
sages N, for all the 27 copies of |¢). This makes Bob’s first
message in P to be 271, qubits long. Alice replies by apply-
ing M., to each copy of |¢) and sending the index of the first
copy on which she achieves success. She also sends her re-
sponse N3 corresponding to that copy of |¢). Thus, her first
message in P is I3 + 3 qubits long. Note that the operations
of Bob and the applications of M, by Alice during the first
two messages of 7 are on disjoint sets of qubits, hence they
commute. Thus, the global state vector of P after the sec-
ond message is exactly the same as the global state vector of
‘P’ after the third message. Hence the error probability re-
mains the same. This proves the first statement of the corol-
lary. The second statement of the corollary (case ¢ = 2) can
be proved similarly. [ ]

Remark: The above corollary can be thought of as the
quantum analogue of the ‘message switching’ lemma of
[CRO4].

We get the following implication of Theorem 1 to the
direct sum problem for one-round quantum communication
protocols. Below, Q4—5B-Pub( ) denotes the communi-
cation complexity of a one-round quantum protocol (with
A communicating) with prior entanglement computing f
with error at most 1/4 for any input, and Q/-*">( f) denotes
the communication complexity of a simultaneous message
quantum protocol with prior entanglement between Alice
and the referee and Bob and the referee only, computing f
with error at most 1/4 for any input. Recall (see the intro-
duction) that f®™ is the m-fold direct sum problem corre-
sponding to the function f.

Corollary 2 For one-round quantum protocols with prior
entanglement, we get QLATBPub(fEm) > 4y .
Q(QYA—B:pub( £)), For simultaneous protocols with prior
entanglement between Alice and the referee, and Bob and
the referee only, we get QPP (£O™) > m . Q(QIIPUP(£)).

Proof:(Sketch) The proof follows by adapting standard
mutual information-based direct sum arguments (see e.g.
[CSWYO01, JRS03]) to the quantum setting and combin-
ing them with Theorem 1 and Yao’s minimax lemma. We
first remove prior entanglement from the one-round pro-
tocol for f®™ as in the remark following the proof of
Theorem 1. After this, we note that the mutual infor-
mation between Alice’s input and her message is at most
2. QLA—B.pub( £&m) irrespective of the number of qubits
of prior entanglement in the original protocol [CvDNT98].
[ |

Using Corollary 1, we can now prove our new round
elimination result for quantum protocols.

Theorem 2 (Round elimination lemma) Let f : XxY —
Z be a function and k, ¢ be positive integers. Suppose ¢ >
3. Suppose P is a [t;11,1s,13,...,1;]* quantum protocol
with prior entanglement for f(*)-4 with worst case error
less than e. Let & > 0 be a sufficiently small constant. Let
3 2 O(Jlg—lk). Then thereis a [t — 1;2515,13 + 3,..., 14"
quantum protocol with prior entanglement for f with worst
case error at most € + 4.

Proof:(Sketch) The proof follows by combining the proof
technique of Lemma 4 of [Sen03] with Corollary 1. ]

Remark: The above round elimination lemma is in fact
the quantum analogue of a recent classical round elimina-
tion technique of Chakrabarti and Regev [CRO4]. It al-
lows us to extend their optimal randomized cell probe lower
bound for approximate nearest neighbor searching in the
Hamming cube {0,1}" to the quantum address-only cell
probe model defined by Sen and Venkatesh [SVO01]. It also
allows us to extend the sharper lower bounds for predeces-
sor searching of Patrascu and Thorup [PT04] to the quantum
case.

4 Message compression for multi-round pro-
tocols

In this section, we state and formally prove our results
for compressing messages in multi-round quantum commu-
nication protocols for computing a function f : X x Y —
Z. Inourdiscussion below, A, X, B,Y denote Alice’s work
qubits, Alice’s input qubits, Bob’s work qubits and Bob’s
input qubits respectively, at a particular point in time.

Definition 6 (Privacy loss) Let u 2 wx X py be a prod-
uct probability distribution on X x ). Suppose P is a
quantum protocol for a function f : X x Y — Z. Con-
sider runs of P when Alice’s input register X starts in the
mixed state >, px(z)|z)(x| and Bob’s input register

Y starts in the pure state > ), \/uy(y)ly). Let B de-
note the qubits in the possession of Bob including Y, at



some point during the execution of P. Let I(X : B) de-
note the mutual information of Alice’s input register X with
Bob’s qubits B. The privacy loss of P for function f on
the distribution x from Alice to Bob at that point in time is
LP(f, u, A, B) = I(X : B). The privacy loss from Bob
to Alice, L¥ (f, u, B, A), is defined similarly. The privacy
loss of P from Alice to Bob for f, L7 (f, A, B), is the max-
imum over all product distributions z of L7 (f, u, A, B).
The privacy loss of P from Bob to Alice for £, L7 (f, B, A),
is defined similarly. The privacy loss from Alice to Bob
for f, L(f, A, B), is the infimum over all protocols P of
LP(f, A, B) at the end of P. The quantity L(f, B, A) is
defined similarly.

Theorem 3 (Compressing many rounds) Suppose P is a
[t;11,12, ..., 1] quantum protocol without prior entangle-

ment for a function f : X x Y — Z. Let u £ Lx X [y
be a product probability distribution on X x ). Suppose
the average error of P when the inputs are chosen accord-
ing to 1 is at most . Let k,, k;, denote the privacy losses
of Alice and Bob respectively after ¢’ rounds of communi-
cation. Suppose ¢’ is odd (similar statements hold for even
t, as well as for interchanging the roles of Alice and Bob).
Then, for all sufficiently small constants § > 0, there ex-
istsa [t — ' + 1; M1, Ao, lyraa, - . ., 1;]4 protocol P’ in the
presence of prior entanglement such that:

1. the average error of P’ with respect to p is at most
€+ 0;

2. A1 < ko - 20%0/8%) and Ay < 141 + O(ky /69).

Proof: Consider the situation after ¢ rounds of P. Let the
joint state of Alice and Bob be denoted by

o.y: When Alice starts P with  in her input register and
Bob starts with y in his input register;

o, When Alice starts with = in her input register and Bob

starts with the superposition >, .y, \/1y(y)]y) in his
input register;

o,: when Bob starts with y in his input register and Alice

starts with the superposition Y _ . \/px (x)|x) in her
input register;

o:. when Alice and Bob start with the superposition
2 (eyyeaxy V@y)|z)|y) in their input registers.

Note that o4,, 0, o, and o are pure states.

We overload the symbols X', ) to also denote the super-
operators corresponding to measuring in the computational
basis the input registers X, Y of Alice and Bob respectively.
Whether X', ) denote sets or superoperators will be clear
from the context. When several superoperators are applied

to a state in succession we omit the parenthesis; for ex-
ample, we write X')(p) instead of X' () (p)) which corre-
sponds to measuring the input registers of Alice and Bob
(in this case, their order does not matter).

We will choose §,,d, > 0 later. Since the privacy
loss of Alice is at most k,, Lemma 1 implies that there
is a (04, )-corrector {M}ocx for {{o;}zcx;o} with
o = 2-0ka/52) - Similarly, since the privacy loss of Bob
is at most k, there is a (45, 3)-corrector {M,},ey for
{{o,}yey;o} with g = 2700/ n particular, with

Mx & Eux[Mz] and My 2 E., [M,], we have

|*2 - x(0)| <o,
tr
1)
|25 - vio, <8
In our proof, we will take
2
N A %f
02 (). e @

The proof has two steps. In the first step, we analyze the
protocol P’ given in Figure 1. In P’, Alice and Bob try to
recreate the effect of the first ¢’ rounds of the original proto-
col, but without sending any messages. For this, they start
from the state o (their prior entanglement) and on receiv-
ing z and y, apply suitable correcting transformations. In
the second step, we shall consider a protocol P’ that starts
with several parallel executions of P’.

Alice and Bob start with the joint state o as prior en-
tanglement.

Input: Alice is given z € X; Bobisgiveny € Y.
Alice: Applies superoperator M., to her registers.

Bob: Applies superoperator M, to his registers.

Figure 1. The intermediate protocol P’

Let 7y, 2 TrMyM, (o) and let r 2 E.[rzy]. Then,
T2y 1S the probability that both Alice and Bob succeed on
input (z,y), and r is the probability that they succeed when
their input is chosen according to the distribution u. Let
p denote the state after ¢ rounds of 7 when the inputs are
chosen according to p i.e. p 2 E,.[0ozy]. Observe that p =
YX (o). Let p’ be the state at the end of P/, when the inputs
are chosen according to 1 and we condition on both parties
succeeding i.e. p’ = %"(”)

9

Claim1 (a) 1—%g$g1+7.



®) o= ¢l < 26
(c) Pr, U’“— ~1] >

Proof:

255/2} <5/

7/ be the state of their input registers when the com-
bined state is p’; thus,

7= peyle)iel®© ly)yl

(@)

(b)

(©)

r TrMy Mx (o)
af af
1
= (v (M)
I6] «
1
1 Mg (o)
BTI’MY ( o X(a)) .
The first term on the right is 1 since My and X com-
mute as they act on disjoint sets of qubits. For the sec-
ond term, we have using (1), (2) and the fact that an
unnormalized superoperator cannot increase the trace
norm, that

0 ) -2

Using (1), (2), the fact that a measurement or an unnor-
malized superoperator cannot increase the trace norm,
and that My and X commute as they act on disjoint
sets of qubits, we get

‘%Tr./\/ly (

o=l = 11XY(0) =0l
ﬁ tr
M
- 252
tr
< MJ/X(U) =0l 4%
5 tr
< l./\/ly./\/lx(g) ol +d+
ﬁ o tr
1 Mx(U)
B ‘MY <X(U) - Q@ ) tr
1 Mx (o) , 0a
< M +0+ —
37 a v B
< | MyMx(o) Sl 3%
- af r o 2
B r , 30,
B (Oé_ﬁ B 1> P tr - 7
< 20

Let 7 describe the joint state of the input registers when
the combined state of Alice and Bob is p; similarly, let

zy

and

™= ey} (x| © [y)(yl

xry

Using part (b), we have

> pay

Yy

_ Tay

= ||T - TIHtr < ||p - letr < 26b

Thus, E,, [| = — 1|] < 26, and by Markov’s inequal-

T

ity, Pr, [| 222 — 1] > 20%] < 5%,

We can now move to the second step of our proof of
Theorem 3. Figure 2 presents a protocol P with ¢ — ¢/ + 1
rounds of communication where the initial actions of Alice
and Bob are derived from the protocol P’ analyzed above.

Alice and Bob start with X 2 19(log 1) copies of
o as prior entanglement. We refer to these copies as

ol,... ok,

Input: Alice getsx € X and Bobgetsy € Y.

Alice: Applies M, to each oi. Let § 2 {i :

M, succeeded on o?}. If S has less than 2aK
elements, Alice aborts the protocol; otherwise,
she sends S C S'to Bob, |S| = 2aK.

Bob: Applies M, to each o; for i € S and sends Al-
ice the index * where he (and hence both) suc-
ceeded. If there is is no such i* he aborts the
protocol.

Alice and Bob now revert to protocol P after round

t', and operate on the registers correspondingto o .

Figure 2. The final protocol P”

Claim 2 (a) The number of bi(gs sent by Alice in the first
round is at most k,20(+/5°): the number of bits sent

by Bob is at most O(k;,/&6).

(b) Ifthe inputs are chosen according to the distribution p,
the protocol P computes f correctly with probability

of error at most € + 4.

Proof: Recall that §, = (§/10)2, 8 =

Q*O(kb/&:’) and

S, = 6,8/2 and o = 2-O(ka/52) | By part (a) of Claim 1 it



follows that » > a/3/2. The number of bits needed by Alice
to encode her set S'is at most

K (& 6
1 < 20K 1 (—) =k, 20(k/8°).
o8 <2aK) = canlos 2«

The number of bits sent by Bob is at most log2aK =
O (&). This justifies part (a) of our claim.

For part (b), we will use Claim 1 to bound the probability
of error P”. Call a pair (z,y) € X x Y good if [~ —
1] < 26,/%; let x denote the indicator random variable for
the event “(z,y) is good.” Let x’ be the indicator random
variable for the event “Alice and Bob do not abort protocol
P Note that if Alice and Bob do not abort protocol P”,
they enter round ¢’ + 1 of protocol P with their registers in

the state o7, 2 MeMy(@)  Thys under distribution w, the

average probability o?yerror of P” differs from the average
probability of error e of the original protocol P by at most

B [ llot, = ouyll,, | + Prix = 0]+

Pr[xy =1and x’' =0]. )

The first term in the above sum can be bounded as follows:

Ep [XX/ oz = Ury”m}
[ 1
= Eu xx' — Mo My(0) = ouy }
L Tzy tr
1
< Eu xx' ’;MzMy(U) — Ogy ]"‘
L tr
Ty | 1 |
Eu XXI - = T_ ”MﬂcMU(U)Htr
L zy _
1
< ;My/\/lx(o) —XY(o)|| +
tr
[ / sz 1 ]
B ' |1 = 2 2 MMy @),
L ry J

< 28, + 26,7

For the second last inequality, we used the fact that in the
states o7, and o, the input registers of Alice and Bob
contain x and y. For the last inequality, we used part (b) of
Claim 1 and the definition of good (x, y). The second term

of (3) is at most 5,/ by part (c) of Claim 1. It remains to
bound the last term of (3), which corresponds to the prob-

ability that Alice or Bob abort the protocol for some good
(2,9).

Alice aborts: The probability of success of M, for any
one copy of o is exactly «. Thus, the expected num-
ber of successes is a K, and by Chernoff’s bound (see
e.g. [AS00, Appendix A]), the probability that there

. K
are less than 2a. K successes is at most (g)a < §10,
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Bob aborts: Bob aborts when the two parties do not si-
multaneously succeed in any of the K attempts, even
though their probability of success was at least r, >
(1—26,/*)r > r/2 (recall that we are now considering
a good pair (x,y)). The probability of this is at most

(1-5)" <exp (1) <4

Thus overall, the average probability of error of P” is at
most

e+26,+265,° 46,2 +60 45 <e+0
|
This completes the proof of Theorem 3. ]

The following corollaries result from the above theorem.
Inwhat follows, let Q""" ( f) denote the communica-
tion complexity of one-round quantum protocols with prior
entanglement and Alice communicating computing f with
bounded average error under product distributions. We de-
fine Q[ljBHA’p“b(f) analogously. We let Qprb(f) denote
the round-independent communication compl[exity of quan-
tum protocols with prior entanglement computing f with
bounded average error under product distributions.

Corollary 3 (Privacy tradeoff) For any function f : X x
Y — Z,L(f, A, B0 BA) > QEAZE PR (f) Simi-

larly, L(f, B, A)20(E(5AB) > Q1P—=Awb(f).

Remark: It was shown by Kremer [Kre95] that Q(f) >
Q(log D*(f)), where D*(f) is the one-round deterministic
communication complexity of f. The above corollary can
be viewed as the privacy analogue of that result. It is op-
timal as evidenced by the index function problem and the
pointer chasing problem, both of which have communica-
tion complexity O(log n) [JRS02].

Corollary 4 (A weak direct sum result) For any function
FrXxY—ZQN"(fo) = m- Qlog Q™ (f)).

Remark: Jain, Radhakrishnan, and Sen [JRS03] proved
a direct sum result for classical constant round protocols.
Their result was stronger because it avoided the logarithm.
However, if we want a direct sum result independent of the
number of rounds, the above is the best possible as evi-
denced by the index function problem and the pointer chas-
ing problem [JRS02].

5 Entanglement reduction

We will need the following geometric result. It is similar
to a result proved earlier in [JRS03].

Lemma 2 Suppose M, N are positive integers with M =
O(N?/31og N). Let the underlying Hilbert space be CM.
There exist 16V subspaces V;; < CM, 1 <i < N, 1 <



M
16

be the orthogonal projection onto V;; and p;; 2 %
then

j < 16, each of dimension such that if we define II;; to

- 15,

1. VLjTr(Hijpij) =1.
2. Vi,j,i/,j/, 7 75 i/, Tr(Hijpi/j/) < 1/4
3. Vi, j,j's g # ' Tr(llijpijr) = 0.

4. Vi, Iy = Z;il I1;;, where I, is the identity opera-
tor on CM.

5. For all subspaces W of dimension at most N''/6, for
all families of density matrices {c; }ic(n),1<j<16+ Tij
supported in W,

i 3j, 1< <16, Tr(Ilo.) > 9/16}] < N/4.

Proof:(Sketch) The proof follows by combining the proofs
of Theorem 5 and Lemma 7 of [JRSO03]. [ ]
We shall also need the following easy proposition.

Proposition 2 Let|¢) 45 be a bipartite pure quantum state.

Define e £ E(|#)). Then there is a bipartite pure quantum
state |¢’) ap having Schmidt rank at most 21%°¢ such that

@) (Dl = 1¢")(¢'[[l;r < 1/20.

Proof: Let [¢)ap = Y., v Aila;)alb;)p be the Schmidt
decomposition of |¢), A; > 0, >°, A\; = 1. Define a set
Good £ {i : A > 27100¢} Since e = — 37, \;log A,
by Markov’s inequality > . cooq Ai > 99/100. Define the

bipartite pure state |¢) ap 2 > icGood Vil i) albs) B noOI-
malized. The Schmidt rank of |¢’) 4 is at most 21%%¢ and
o) (@l = [¢") (&' ]l < 1/20. u

We are now ready to prove our impossibility result about
black-box reduction of prior entanglement.

Theorem 4 (No black-box red. of prior entan.) Let EQ,,
denote the equality function on n-bit strings. There exists a
one-round guantum protocol P for EQ,, with 2* + logn +
6(1) EPR pairs of prior entanglement and communicating
4 bits such that, there is no similar protocol P’ that starts
with a prior entangled state |¢), E(|¢)) < 555-

Proof: We use the notation of Lemma 2 with M 2 2™
and N 2 27, Let 0 <i<2™—1lie. i€{0,1}". Choose
m = %” +logn+6(1). Let P be a one-round protocol with
m EPR pairs of prior entanglement. In P, on input ¢ Alice
measures her EPR halves according to the von Neumann
measurement {II; }1< ;<16 and sends the result j as a 4-bit
classical message to Bob. The state of Bob’s EPR halves
now becomes p;;. On input’ and message j’, Bob performs
the two-outcome measurement {II; ;/, In; — II;/;} on his
EPR halves. Therefore in P, Bob outputs 1 with probability

11

1if 4" = 4 and with probability at most 1/4 if ¢’ # 4. Thus,
P is a protocol for EQ,,.

Suppose there exists a protocol P’ similar to P that
starts with an input independent shared state |¢') a5 On
m + m qubits. Suppose E(|¢)) < n/10. By Propo-
sition 2, there is a bipartite pure state |¢”)ap on m +
m qubits having Schmidt rank at most 2"/¢ such that
16" (#'| — 6" (6" ||l,, < 1/20. Consider the protocol P”
similar to P’ starting with |¢") 45 as prior entanglement.
Since P is similar to P’, it is also a one-round protocol
with 4 classical bits of communication. Let o;; be the state
of Bob’s share of prior entanglement qubits after the first
round of communication from Alice when Alice’s input is
and her message is j. Since the Schmidt rank of |¢”) is at
most 27/5, the ;;, 0 <4 < 2" — 1,1 < j < 16 have sup-
port in a 2"/6-dimensional space. Let p;; be the probability
with which Alice sends message ;5 when her inputis . It fol-
lows that for all 4, Z;ilpjTrMijo—ij >34 -4 =1
This implies that for all ¢ there exists a j, 1 < j < 16, such
that TrM,;0;; > 13/20 > 9/16. From Lemma 2 this is not
possible, and hence no such protocol P’ exists. ]

Acknowledgment: We thank the referees for their com-
ments and suggestions. We are grateful to Harold Ollivier
for his comments on the proof of Theorem 4.
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