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Abstract. We associate a sheaf model to a class of Hilbert modules satisfying a
natural finiteness condition. It is obtained as the dual to a linear system of Hermitian vector
spaces (in the sense of Grothendieck). A refined notion of curvature is derived from this
construction leading to a new unitary invariant for the Hilbert module. A division problem
with bounds, originating in Douady’s privilege, is related to this framework. A series of
concrete computations illustrate the abstract concepts of the paper.

1. Introduction

A Hilbert module over the ring of polynomials C½z� :¼ C½z1; . . . ; zm� is a Hilbert space
H which is a C½z�-module, where the multiplication by the polynomial p satisfies a conti-
nuity condition of the form

kp � f keCpk f k; f A H; p A C½z�;

for some positive constant Cp. Thus for any compact set K, we have

kp � f keCp;Kkpky;Kk f k; f A H; p A C½z�.

Extending the product by continuity we find that H admits a Hilbert module structure over
the algebra OðCmÞ of entire functions. The multiplication Mj by the complex variable
zj : Mj f ¼ zj � f , 1e j em, then defines a commutative tuple M ¼ ðM1; . . . ;MmÞ of linear
bounded operators acting on H and vice-versa. Any such system of operators induces a
topological OðCmÞ-module structure on H.
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The present article has three distinct but interconnected parts: the first deals with the
classification up to unitary equivalence of a class of Hilbert OðCmÞ-modules which possess
many analytic submodules of finite co-dimension, the second part is devoted to division
problems with bounds on classical Hilbert modules of analytic functions and the third
part contains explicit computation of unitary invariant for some non-trivial examples (of
Hilbert modules) studied in the first and the second part. Throughout the article W is as-
sumed to be a bounded domain in Cm.

Definition 1.1. A Hilbert module H over the polynomial ring C½z� is said to be in
the class BnðWÞ, n A N, if

(const) dimH=mwH ¼ n < y for all w A W,

(span)
T

w AW
mwH ¼ f0g,

where mw denotes the maximal ideal in C½z� at w.

Recall that if mwH has finite co-dimension, then mwH is a closed subspace of H.
Throughout this paper we call dimH=mwH the rank of the analytic module at the point
w. For any Hilbert module H in BnðWÞ, the analytic localization O n̂nOðCmÞ H is a locally
free module when restricted to W, see for details [19]. Let us denote in short

ĤH :¼ O n̂nOðCmÞ HjW;

and let EH be the associated holomorphic vector bundle. Fix w A W. The last map in

Koszul’s complex d1ðwÞ : Hl � � �lH ! H is defined by ð f1; . . . ; fmÞ 7!
Pm
j¼1

ðMj � wjÞ fj,

where Mj is the multiplication operator by the coordinate function zj, for 1e j em and
f A H. Then the analytic localization ĤHw ¼ coker d1wðwÞ is a locally free Ow module and
the fiber of the associated holomorphic vector bundle EH is given by

EH;w ¼ ĤHw nOw
Ow=mwOw;

where Ow denotes the germs of holomorphic functions at w. We identify E �
H;w with

ker d1ðwÞ�. Thus E �
H is a Hermitian holomorphic vector bundle on W� :¼ fz : z A Wg.

Let DM � be the commuting m-tuple ðM �
1 ; . . . ;M

�
mÞ from H to Hl � � �lH. Clearly

d1ðwÞ� ¼ DðM�wÞ� and ker d1ðwÞ� ¼
Tm
j¼1

kerðMj � wjÞ� for w A W.

It is easy to see that, within the class BnðWÞ, the association H 7! E �
H provides a

complete unitary invariant for H. Thus the problem of classifying these analytic modules
is a purely di¤erential geometric one, see [6].

The aim of the present work is to extend the dictionary H 7! E �
H to analytic Hilbert

modules whose rank is finite but non-constant, whence E �
H is no more a vector bundle but

rather a system of Hermitian vector spaces, and to compute di¤erential geometric invari-
ants like the curvature. To be more specific, we will restrict ourselves to the class B1ðWÞ
defined below.
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Definition 1.2. A Hilbert module MHOðWÞ is said to be in the class B1ðWÞ if

(rk) it possesses a reproducing kernel K (we don’t rule out the possibility:
Kðw;wÞ ¼ 0 for w in some closed subset X of W) and

(fin) the dimension of M=mwM is finite for all w A W.

Most of the examples in B1ðWÞ arise in the form of a submodule of some Hilbert
module HðLOðWÞÞ in the Cowen–Douglas class B1ðWÞ. We don’t know of an example
which is not of this form.

Note that if H is a Hilbert module in B1ðWÞ, restricting W to a smaller open set if
necessary, the evaluation map EðwÞ : H 7! ĤHw ¼ C is continuous and onto, hence there
exists, by Riesz’s Lemma, a non-zero vector Kw A H so that EðwÞx ¼ hx;Kwi, x A H.
This defines what is commonly called a reproducing kernel Kðz;wÞ ¼ hKw;Kzi, z;w A W,
for the Hilbert space H. In this case E �

H GOW� , that is, the associate holomorphic vector
bundle is trivial, with Kw as a non-vanishing global section. For modules in B1ðWÞ, the cur-
vature of the vector bundle E �

H is a complete invariant.

Denote by H 2ðD2Þ the Hardy space of the bidisk. A typical example of a module in
the class B1ðD2Þ, but not in B1ðD2Þ, is H 2

0 ðD2Þ :¼ f f A H 2ðD2Þ : f ð0Þ ¼ 0g (cf. [11]). In
this example, we have

dim ker DðM�wÞ� ¼ dim H 2
0 ðD2ÞnC½z1; z2� Cw ¼ 1; if w3 ð0; 0Þ;

2; if w ¼ ð0; 0Þ:

�
Here Cw is the one dimensional module over the polynomial ring C½z1; z2�, where the
module action is given by the map ð f ; lÞ 7! f ðwÞl for f A C½z1; z2� and l A Cw GC.

Let us return to a Hilbert module M in the class B1ðWÞ. Assume that M is a sub-
module of some Hilbert module H in B1ðWÞ and that EH is trivial on W. Let SM be the
range of the induced map

O n̂nOðCmÞM ! O n̂nOðCmÞ HGOðWÞð1:1Þ

at the level of analytic sheaves. In general, for a Hilbert module M in B1ðWÞ, we give the
defintion of the sheaf model SM below.

Definition 1.3. Let SM be the subsheaf of the sheaf of holomorphic functions OðWÞ
determined by the stalks

fð f1ÞwOw þ � � � þ ð fnÞwOw : f1; . . . ; fn A MgLOw; w A W:ð1:2Þ

We will prove that SM is a coherent analytic sheaf, in particular, its stalk ðSMÞw

at a given point w A W is finitely generated over Ow. The main technical result towards
constructing a system of complete unitary invariants for the module M is formulated as
follows.
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Theorem 1.4. Let w0 be a fixed but arbitrary point in W. Suppose M is in B1ðWÞ
and g0

i , 1e ie d, is a minimal set of generators for the stalk SM
w0

. Then

(i) there exists an open neighborhood W0 of w0 such that

Kð�;wÞ :¼ Kw ¼ g0
1ðwÞK ð1Þ

w þ � � � þ g0
dðwÞK

ðdÞ
w ; w A W0;

for some choice of anti-holomorphic functions K ð1Þ; . . . ;K ðdÞ : W0 ! M,

(ii) the vectors K
ðiÞ
w , 1e ie d, are linearly independent in M for w in some neighbor-

hood of w0,

(iii) the vectors fK
ðiÞ
w0 : 1e ie dg are uniquely determined by the generators g0

1 ; . . . ; g
0
d ,

(iv) the linear span of the set of vectors fK
ðiÞ
w0 : 1e ie dg in M is independent of the

generators g0
1 ; . . . ; g

0
d , and

(v) M �
p K

ðiÞ
w0 ¼ pðw0ÞK ðiÞ

w0 for all i, 1e ie d, where Mp denotes the module multiplica-

tion by the polynomial p.

The module map

O n̂nOðCmÞ M ! SM

induced from (1.1) is surjective. This naturally defines a surjective map

M=mw0
MGOw0

=mw0
Ow0

nM ! SM
w0

=mw0
SM

w0
ð1:3Þ

for w A W. In particular,

dimðM=mw0
MÞf dimðSM

w0
=mw0

SM
w0

Þ:ð1:4Þ

We remark that the map into the Grassmannian manifold GK : W�
0 ! GrðM; dÞ de-

fined by GKðwÞ ¼ ðK ð1Þ
w ; . . . ;K

ðdÞ
w Þ is holomorphic. The pull-back of the canonical bundle

on GrðM; dÞ under GK defines a holomorphic Hermitian vector bundle on the open
set W�

0 . Unfortunately, the decomposition of the reproducing kernel given in Theorem 1.4
is not canonical except when the stalk is singly generated. In this special case, the holomor-
phic Hermitian bundle obtained in this manner is indeed canonical. However, in general, it
is not clear if this vector bundle contains any useful information. Suppose we have equality
in (1.4) for a Hilbert module M. Then it is possible to obtain a canonical decomposition
following [7], which leads in the same manner as above, to the construction of a Hermitian
holomorphic vector bundle in a neighborhood of each point w A W.

For any fixed but arbitrary w0 A W and a small enough neighborhood W0 of w0,
the proof of Theorem 2.2 from [7] shows the existence of a holomorphic function
Pw0

: W�
0 ! LðMÞ with the property that the operator Pw0

restricted to the subspace
ker DðM�w0Þ� is invertible. The range of Pw0

can then be seen to be equal to the kernel of
the operator P0DðM�wÞ� , where P0 is the orthogonal projection onto ran DðM�w0Þ� .
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Lemma 1.5. The dimension of kerP0DðM�wÞ� is constant in a suitably small neighbor-

hood W0 of w0 in W.

Let fe0; . . . ; ekg be a basis for ker DðM�w0Þ� . Since Pw0
is holomorphic on W�

0 , it
follows that g1ðwÞ :¼ Pw0

ðwÞe1; . . . ; gkðwÞ :¼ Pw0
ðwÞek are holomorphic on W�

0 . Thus
G : W�

0 ! GrðM; kÞ, given by GðwÞ ¼ kerP0DðM�wÞ� , w A W0, defines a holomorphic
Hermitian vector bundle P0 on W�

0 of rank k corresponding to the Hilbert module M.

Theorem 1.6. If any two Hilbert modules M and ~MM belonging to the class B1ðWÞ are

isomorphic via a unitary module map, then the corresponding vector bundles P0 and ~PP0 on W�
0

are equivalent as holomorphic Hermitian vector bundles.

This result shows that complex geometric invariants of the holomorphic Hermitian
vector bundle corresponding to Hilbert modules M and ~MM in B1ðWÞ would distinguish
the unitary orbits of these Hilbert modules. Two examples are included in the last section.
The first of the two examples illustrates the computation of these invariants while the sec-
ond describes the construction of an alternative unitary invariant (see also [3]).

Leaving for the next section the complications related to constructing curvature type
invariants, we return to the key extremal case in inequality (1.4). The question of equality
in (1.4) is the same as the question of whether the map in (1.3) is an isomorphism and can
be interpreted as a global factorization problem. To be more specific, we say that an ana-
lytic Hilbert module M (cf. [5], page 3) possesses Gleason’s property at a point w0 A W if for

every element f A M vanishing at w0 there are f1; . . . ; fm A M such that f ¼
Pm
i¼1

ðzi � w0iÞ fi.

We have generalized the notion of solvability of Gleason’s problem for AF-co-submodules
(cf. [5], page 38) and will prove in Section 2 that

Proposition 1.7. Any AF-co-submodule M has Gleason’s property at w0 if and only

if

dimðM=mw0
MÞ ¼ dimðSM

w0
=mw0

SM
w0

Þ:

This is a special case of a more general division problem for Hilbert modules. To fix
ideas, we consider the following setting: let M be an analytic Hilbert module with the do-
main W disjoint of its essential spectrum, let A A Mp;q

�
OðWÞ

�
be a matrix of analytic func-

tions defined in a neighborhood of W, where p, q are positive integers, and let f A Mp.
Given a solution u A OðWÞq to the linear equation Au ¼ f , is it true that u A Mq? Numer-
ous ‘‘hard analysis’’ questions, such as problems of moduli, or Corona Problem, can be put
into this framework.

We study below this very division problem in conjunction with an earlier work of the
third author [30] dealing with the ‘‘disc’’ algebra AðWÞ instead of Hilbert modules, and
within the general concept of ‘‘privilege’’ introduced by Douady more than forty years
ago [9], [10].

We only focus on the case of Bergman space below. Specifically, the AðWÞ-module
N ¼ cokerðA : MnC Cp ! MnC CqÞ is called privileged with respect to the module M if
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it is a Hilbert module in the quotient metric and there exists a resolution

0 ! MnC Cnp !dp � � � ! MnC Cn1 !d1
MnC Cn0 ! N ! 0;ð1:5Þ

where dq A Mnqþ1;nq

�
AðWÞ

�
and d1 ¼ A. Note that implicitly in the statement it is assumed

that the range of the operator A is closed at the level of the Hilbert module M.

An a‰rmative answer to the division problem is equivalent to the question of ‘‘privi-
lege’’ in case of the Bergman module on a strictly convex bounded domain W with smooth
boundary.

Theorem 1.8. Let WHCm be a strictly convex domain with smooth boundary, let p, q

be positive integers and let A A Mp;q

�
AðWÞ

�
be a matrix of analytic functions belonging to

the disk algebra of W. The following assertions are equivalent:

(a) The analytic module coker
�
A : L2

aðWÞp ! L2
aðWÞq

�
is privileged with respect to the

Bergman space.

(b) The function z 7! rank AðzÞ, z A qW, is constant.

(c) Let f A L2
aðWÞq

. The equation Au ¼ f has a solution u A L2
aðWÞp

if and only if it

has a solution u A OðWÞp
.

While we have stated our results for the Bergman space, they remain true for the
Hardy space H 2ðqWÞ, that is, the closure of entire functions in the L2-space with respect
to the surface area measure supported on qW. Also, the results remain true for the Bergman
or Hardy spaces of a poly-domain W ¼ W1 � � � � �Wd , where Wj HC, 1e j e d, are con-
vex bounded domains with smooth boundary in C. For these Hilbert modules, the notion
of the sheaf model from the earlier work of [26], [27] coincides with the sheaf model de-
scribed here. Details will be given in the third section below.

We finish the introduction by exhibiting a class of Hilbert modules for which the
Gleason problem admits a solution.

Theorem 1.9. If M is a submodule of an analytic Hilbert module of finite co-

dimension with the zero set VðMÞHW, then the Gleason problem for the Hilbert module M
admits a solution.

This theorem isolates a large family of Hilbert modules in B1ðWÞ to which our classi-
fication scheme, using the curvature invariant, applies.

Index of notations.

C½z� the polynomial ring C½z1; . . . ; zm� of m-complex variables,
mw the maximal ideal of C½z� at the point w A Cm,
W� fz : z A Wg for a bounded domain WLCm,
Dm the unit polydisc in Cm,
Mi the module multiplication by the co-ordinate function zi, 1e iem,
M �

i the adjoint of the operator Mi, zi, 1e iem,
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DðM�wÞ� the operator M ! Ml � � �lM defined by f 7!
�
ðMj � wjÞ�f

�m

j¼1
,

OðWÞ the sheaf of holomorphic functions on W,
Ow germs of holomorphic functions at the point w A Cm,
ĤH the analytic localization O n̂nOðCmÞ H of the Hilbert module H,

qa, qa qa ¼ qjaj

qza1

1 � � � zam
m

, qa ¼ qjaj

qza1

1 � � � zam
m

, a ¼ ða1; . . . ; amÞ A Zþ � � � � � Zþ,

jaj ¼
Pm
i¼1

ai,

qðDÞ the di¤erential operator
P
a

aaq
a, where q ¼

P
a

aaz
a,

BnðWÞ Cowen–Douglas class of operators of rank n, also, Hilbert modules such
that M � ¼ ðM �

1 ; . . . ;M
�
mÞ A BnðW�Þ,

SM the analytic submodule of OðWÞ, corresponding to M in BðWÞ,
Kðz;wÞ a reproducing kernel,
EðwÞ the evaluation functional (the linear functional induced by Kð�;wÞ),
k � k

Dð0; rÞ supremum norm,
k � k2 the L2 norm with respect to the volume measure,

MðwÞ the submodule of M which is of the form
Pm
j¼1

ðzj � wjÞM,

VðFÞ fz A W : f ðzÞ ¼ 0 for all f A Fg, where FHOðWÞ,
VwðFÞ fq A C½z� : qðDÞ f jw ¼ 0; f A Fg is the characteristic space at w for some

set F of holomorphic functions in a neighborhood of w,

~VVwðFÞ q A C½z� : qq

qzi

A VwðFÞ; 1e i em

� �
for some set F of holomorphic

functions in a neighborhood of w,
½I� the closure of the polynomial ideal ILM in some Hilbert module M,
AðWÞ the ‘‘disc’’ algebra over W, which is OðWÞXCðWÞ,
OðWÞ the space of germs of analytic functions in a neighborhood of W,
P0 the orthogonal projection onto ran DðM�w0Þ� ,
Pw kerP0DðM�wÞ� for w A W.

2. Unitary classification via Hermitian spaces

Throughout this section, the Hilbert module M is assumed to be in the class B1ðWÞ.
We prove below a series of technical results culminating with construction of the new cur-
vature invariants for M.

2.1. Coherence of the sheaf SM .

Proposition 2.1. For any Hilbert module M in B1ðWÞ, the sheaf SM is coherent.

Proof. The sheaf SM is generated by the family f f : f A Mg of global sections of
the sheaf OðWÞ. Let J be a finite subset of M and SM

J LOðWÞ be the subsheaf generated by
the sections f ; f A J. It follows (see [23], Corollary 9, page 130) that SM

J is coherent. The
family fSM

J : J is a finite subset of Mg is increasingly filtered, that is, for any two finite
subset I and J of M, the union I W J is again a finite subset of M and SM

I WSM
J HSM

IWJ .
Also, clearly SM ¼

S
J

SM
J . Using Noether’s Lemma [22], page 111, which says that every
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increasingly filtered family of coherent sheaves must be stationary, we conclude that the
analytic sheaf SM is coherent. r

Remark 2.2. Let M be a module in B1ðWÞ with W pseudoconvex and a finite set of
generators f f1; . . . ; ftg. From [5], Lemma 2.3.2, it follows that the associated sheaf SMðWÞ
is not only coherent, it has global generators f f1; . . . ; ftg, that is, f f1w; . . . ; ftwg generates
the stalk SM

w for every w A W. Theorem 2.3.3 of [5] (or equivalently [25], Theorem 7.2.5)
is a consequence of the Cartan Theorem B (cf. [25], Theorem 7.1.7) together with the co-
herence of every locally finitely generated subsheaf of Ok (cf. [25], Theorem 7.1.8). It is then
easy to verify that if M is any module in B1ðWÞ and if f f1; . . . ; ftg is a finite set of genera-
tors for M, then for f A M, there exist g1; . . . ; gt A OðWÞ such that

f ¼ f1g1 þ � � � þ ftgt:ð2:1Þ

The following lemma isolates a large class of elements from B1ðWÞ which belong to
B1ðW0Þ for some open subset W0 LW.

Lemma 2.3. Suppose M A B1ðWÞ is the closure of a polynomial ideal I. Then M is in

B1ðWÞ if the ideal I is principal while if p1; p2; . . . ; pt ðt > 1Þ is a minimal set of generators

for I, then M is in B1ðWnX Þ for X ¼
Tt
i¼1

fz : piðzÞ ¼ 0gXW.

Proof. The proof is a refinement of the argument given in [13], p. 285. Let gw be any

eigenvector at w for the adjoint of the module multiplication, that is, M �
p gw ¼ pðwÞgw for

p A C½z�.

First, assume that the module M is generated by the single polynomial, say p. In
this case, Kðz;wÞ ¼ pðzÞwðz;wÞpðwÞ for some positive definite kernel w on all of W. Set
K1ðz;wÞ ¼ pðzÞwðz;wÞ and note that K1ð�;wÞ is a non-zero eigenvector at w A W. We have

hpq; gwi ¼ hp;M �
q gwi ¼ hp; qðwÞgwi ¼ qðwÞhp; gwi:

Also, we have

pðwÞqðwÞhp; gwi ¼ hpq;Kð�;wÞihp; gwi ¼ pðwÞhpq; hp; gwiK1ð�;wÞi:

The analytic function qðwÞhp; gwi� hpq; hp; gwiK1ð�;wÞi on W is equal to 0 on
Wnfz : pðzÞ ¼ 0g and hence is 0 on W (as W is connected). Thus

hpq; gwi ¼ hpq; hp; gwiK1ð�;wÞi:

Since vectors of the form fpq : q A C½z�g are dense in M, it follows that gw ¼ hp; gwiK1ð�;wÞ
and the proof is complete in this case.

Now, assume that p1; . . . ; pt is a set of generators for the ideal I. Then for w B X ,
there exists a k A f1; . . . ; tg such that pkðwÞ3 0. We note that for any i, 1e iem,

pkðwÞhpi; gwi ¼ hpi;M
�
pk
gwi ¼ hpipk; gwi ¼ hpk;M

�
pi
gwi ¼ piðwÞhpk; gwi:
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Therefore we have �Pt

i¼1

piqi; gw

�
¼
Pt

i¼1

hpi;M
�
qi
gwi

¼
Pt

i¼1

qiðwÞhpi; gwi

¼
Pt

i¼1

piqi;
hpk; gwiKð�;wÞ

pkðwÞ

* +
:

Setting cðwÞ ¼ hpk; gwi

pkðwÞ
, we have�Pt

i¼1

piqi; gw

�
¼
�Pt

i¼1

piqi; cðwÞKð�;wÞ
�
:

Since vectors of the form

�Pt

i¼1

piqi : qi A C½z�; 1e ie t

�
are dense in M, it follows that

gw ¼ cðwÞKð�;wÞ completing the proof of the second half. r

2.2. The proof of the decomposition theorem.

Proof of Theorem 1.4. For simplicity of notation, we assume without loss of gener-
ality, that 0 ¼ w0 A W. Let fengyn¼0 be an orthonormal basis for M. From the property of
reproducing kernels, we have

Kðz;wÞ ¼
Py
n¼0

enðzÞenðwÞ; z;w A W:

It follows from [23], Theorem 2, page 82, that for every element f in SM
0 , and there-

fore in particular for every en, we have

enðzÞ ¼
Pd
i¼1

g0
i ðzÞh

ðnÞ
i ðzÞ; z A Dð0; rÞ;

for some holomorphic functions h
ðnÞ
i defined on the closed polydisc Dð0; rÞLW. Further-

more, these functions can be chosen with the bound kh
ðnÞ
i k

Dð0; rÞ eCkenkDð0; rÞ for some posi-
tive constant C independent of n. Although, the decomposition is not necessarily with re-
spect to the standard coordinate system at 0, we will be using only a point wise estimate.
Consequently, in the equation given above, we have chosen not to emphasize the change of
variable involved and we have

Kðz;wÞ ¼
Py
n¼0

�Pd
i¼1

g0
i ðwÞh

ðnÞ
i ðwÞ

�
enðzÞ ¼

Pd
i¼1

g0
i ðwÞ

�Py
n¼0

h
ðnÞ
i ðwÞenðzÞ

�
:

Setting K
ðiÞ
w ðzÞð¼ Kiðz;wÞÞ to be the sum

Py
n¼0

h
ðnÞ
i ðwÞenðzÞ, we can write

Kðz;wÞ ¼
Pd
i¼1

g0
i ðwÞK ðiÞ

w ðzÞ; w A Dð0; rÞ:
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The function Ki is holomorphic in the first variable and antiholomorphic in the second by
construction. For the proof of part (i), we need to show that K

ðiÞ
w A M where w A Dð0; rÞ.

Or, equivalently, we have to show that
Py
n¼0

jhðnÞ
i ðwÞj2 < y for each w A Dð0; rÞ. First, using

the estimate on h
ðnÞ
i , we have

jhðnÞ
i ðwÞje kh

ðnÞ
i k

Dð0; rÞ eCkenkDð0; rÞ:

We prove below, the inequality
Py
n¼0

kenk2
Dð0; rÞ < y completing the proof of part (i). We

prove, more generally, that for f A M,

k f k
Dð0; rÞeC 0k f k

2;Dð0; rÞ;ð2:2Þ

where k � k2 denotes the L2 norm with respect to the volume measure on Dð0; rÞ. It is evi-
dent from the proof that the constant C 0 may be chosen to be independent of the func-
tions f .

Any function f holomorphic on W belongs to the Bergman space L2
a

�
Dð0; r þ eÞ

�
as

long as Dð0; r þ eÞLW. We can surely pick e > 0 small enough to ensure Dð0; r þ eÞLW.
Let B be the Bergman kernel of the Bergman space L2

a

�
Dð0; r þ eÞ

�
. Thus we have

j f ðwÞj ¼ jh f ;Bð�;wÞije k f k2;Dð0; rþeÞBðw;wÞ
1=2; w A Dð0; r þ eÞ:

Since the function Bðw;wÞ is bounded on compact subsets of Dð0; r þ eÞ, it follows that
C 02 :¼ supfBðw;wÞ : w A Dð0; rÞg is finite. We therefore see that

k f k
Dð0; rÞ ¼ supfj f ðwÞj : w A Dð0; rÞgeC 0k f k2;Dð0; rþeÞ:

Since e > 0 can be chosen arbitrarily close to 0, we infer the inequality (2.2).

The inequality (2.2) implies, in particular, that

Py
n¼0

kenk2
Dð0; rÞ eC 02 Py

n¼0

Ð
Dð0; rÞ

jenðzÞj2 dz15dz15� � �5dzm5dzm:

Since Kz :¼ Kð�; zÞ ¼
Py
n¼0

enðzÞen, the function GðzÞ :¼
Py
n¼0

jenðzÞj2 is finite for each z A W.

The sequence of positive continuous functions GkðzÞ :¼
Pk
n¼0

jenðzÞj2 converges uniformly to
G on Dð0; rÞ. To see this, we note that

kGk � Gk2
Dð0; rÞeC 02 Ð

Dð0; rÞ
jGkðzÞ � GðzÞj2 dz15dz15� � �5dzm5dzm

eC 02 Ð
Dð0; rÞ

� Py
n¼kþ1

jenðzÞj2
�2

dz15dz15� � �5dzm5dzm;
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which tends to 0 as k ! y. So, by Monotone Convergence Theorem, we can interchange
the integral and the infinite sum to conclude

Py
n¼0

kenk2
Dð0; rÞeC

Ð
Dð0; rÞ

Py
n¼0

jenðzÞj2 dz15dz15� � �5dzm5dzm < y

as G is a continuous function on Dð0; rÞ. This shows that

Py
n¼0

jhðnÞ
i ðwÞj2 eK

Py
n¼0

kenk2
Dð0; rÞ < y:

Hence K
ðiÞ
w A M, 1e ie d.

To prove statement (ii), at 0, we have to show that whenever there exist complex

numbers a1; . . . ; ad such that
Pd
i¼1

aiKiðz; 0Þ ¼ 0, then ai ¼ 0 for all i. We assume, on the con-

trary, that there exists some i A f1; . . . ; dg such that ai 3 0. Without loss of generality, we

assume a1 3 0, then K1ðz; 0Þ ¼
Pd
i¼2

biKiðz; 0Þ where bi ¼
ai

a1
, 2e i e d. This shows that

K1ðz;wÞ �
Pd
i¼2

biKiðz;wÞ has a zero at w ¼ 0. From [25], Theorem 7.2.9, it follows that

K1ðz;wÞ �
Pd
i¼2

biKiðz;wÞ ¼
Pm
j¼1

wjGjðz;wÞ

for some function Gj : W� Dð0; rÞ ! C, 1e j em, which is holomorphic in the first and
antiholomorphic in the second variable. So, we can write

Kðz;wÞ ¼
Pd
i¼1

g0
i ðwÞKiðz;wÞ ¼ g0

1ðwÞK1ðz;wÞ þ
Pd
i¼2

g0
i ðwÞKiðz;wÞ

¼ g0
1ðwÞ

�Pd
i¼2

biKiðz;wÞ þ
Pm
j¼1

wjGjðz;wÞ
�
þ
Pd
i¼2

g0
i ðwÞKiðz;wÞ

¼
Pd
i¼2

�
g0

i ðwÞ þ big
0
1ðwÞ

�
Kiðz;wÞ þ

Pm
j¼1

wjg
0
1ðwÞGjðz;wÞ:

For f A M and w A Dð0; rÞ, we have

f ðwÞ ¼ h f ;Kð�;wÞi

¼
Pd
i¼2

�
g0

i ðwÞ þ big
0
1ðwÞ

�
h f ;Kiðz;wÞiþ g0

1ðwÞ
�

f ;
Pm
j¼1

wjGjðz;wÞ
�
:

We note that

�
f ;
Pm
j¼1

wjGjðz;wÞ
�

is a holomorphic function in w which vanishes at w ¼ 0.

It then follows that

�
f ;
Pm
j¼1

wjGjðz;wÞ
�

¼
Pm
j¼1

wj
~GGjðwÞ for some holomorphic functions ~GGj,
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1e j em, on Dð0; rÞ. Therefore, we have

f ðwÞ ¼
Pd
i¼2

�
g0

i ðwÞ þ big
0
1ðwÞ

�
h f ;Kiðz;wÞiþ

Pm
j¼1

wjg
0
1ðwÞ ~GGjðwÞ:

Since the sheaf SMjDð0; rÞ is generated by the Hilbert module M, it follows that the set

fg0
2 þ b2g0

1 ; . . . ; g
0
d þ bdg0

1 ; z1g0
1 ; . . . ; zmg0

1g also generates SMjDð0; rÞ. In particular, they gen-
erate the stalk at 0. This, we claim, is a contradiction. Suppose AHSM

0 is generated by
germs of the functions g0

2 þ b2g0
1 ; . . . ; g

0
d þ bdg0

1. Let mðO0Þ denote the only maximal ideal
of the local ring O0, consisting of the germs of functions vanishing at 0. Then it follows that

mðO0ÞfSM
0 =Ag ¼ SM

0 =A:

Using Nakayama’s Lemma (cf. [33], p. 57), we see that SM
0 =A ¼ 0, that is, SM

0 ¼ A. This
contradicts the minimality of the generators of the stalk at 0 completing the proof of the
first half of (ii).

To prove the slightly stronger statement, namely, the independence of the vectors K
ðiÞ
w ,

1e ie d, in a small neighborhood of 0, consider the Grammian ððhK
ðiÞ
w ;K

ð jÞ
w iÞÞ. The deter-

minant of this Grammian is nonzero at 0. Therefore it remains non-zero in a suitably small
neighborhood of 0 since it is a real analytic function on W0. Consequently, the vectors K

ðiÞ
w ,

i ¼ 1; . . . ; d are linearly independent for all w in this neighborhood.

To prove statement (iii), we have to prove that K
ðiÞ
0 are uniquely determined by

the generators g0
i , 1e ie d. We will let g0

i denote the germ of g0
i at 0 as well. Let

Kðz;wÞ ¼
Pd
i¼1

g0
i ðwÞ ~KK

ðiÞ
w be another decomposition. Let ~KK

ðiÞ
w ¼

Py
n¼0

~hhn
i ðwÞen for some holo-

morphic functions on some small enough neighborhood of 0. Thus we have

Py
n¼0

Pd
i¼1

g0
i ðwÞfhn

i ðwÞ � ~hhn
i ðwÞgen ¼ 0:

Hence, for each n

Pd
i¼1

g0
i ðzÞfhn

i ðzÞ � ~hhn
i ðzÞg ¼ 0:

Fix n and let aiðzÞ ¼ hn
i ðzÞ � ~hhn

i ðzÞ. In this notation,
Pd
i¼1

g0
i ðzÞaiðzÞ ¼ 0. Now we claim that

aið0Þ ¼ 0 for all i A f1; . . . ; dg. If not, we may assume a1ð0Þ3 0. Then the germ of a1 at 0 is
a unit in O0. Hence we can write, in O0,

g0
1 ¼ �

�Pd
i¼2

g0
i ai0

�
a�1

10 ;

where ai0 denotes the germs of the analytic functions ai at 0, 1e ie d. This is a contradic-
tion, as g0

1 ; . . . ; g
0
d is a minimal set of generators of the stalk SM

0 by hypothesis. As a result,

hn
i ð0Þ ¼ ~hhn

i ð0Þ for all i A f1; . . . ; dg and n A NW f0g. This completes the proof of (iii).
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To prove statement (iv), let fg0
1 ; . . . ; g0

dg and f~gg0
1 ; . . . ; ~gg

0
dg be two sets of generators

for SM
0 both of which are minimal. Let K ðiÞ and ~KK ðiÞ, 1e ie d, be the corresponding vec-

tors that appear in the decomposition of the reproducing kernel K as in (i). It is enough to
show that

spanCfKiðz; 0Þ : 1e ie dg ¼ spanCf ~KKiðz; 0Þ : 1e ie dg:

There exist holomorphic functions fij, 1e i; j e d, in a small enough neighborhood of 0

such that ~gg0
i ¼

Pd
j¼1

fijg
0
j . For w, possibly from an even smaller neighborhood of 0, it follows

that

Kðz;wÞ ¼
Pd
i¼1

~gg0
i ðwÞ ~KKiðz;wÞ

¼
Pd
i¼1

�Pd
j¼1

fijðwÞg0
j ðwÞ

�
~KKiðz;wÞ

¼
Pd
j¼1

g0
j ðwÞ

�Pd
i¼1

fijðwÞ ~KKiðz;wÞ
�
:

But Kðz;wÞ ¼
Pd
j¼1

g0
j ðwÞKjðz;wÞ and uniqueness at the point 0 implies that

Kjðz; 0Þ ¼
Pd
i¼1

fijð0Þ ~KKiðz; 0Þ

for 1e j e d. So, we have spanCfKiðz; 0Þ : 1e ie dgL spanCf ~KKiðz; 0Þ : 1e ie dg.
Writing g0

j in terms of ~gg0
i , we get the other inclusion.

Finally, to prove statement (v), let us apply M �
j to both sides of the decomposition of

the reproducing kernel K given in part (i) to obtain wjKðz;wÞ ¼
Pd
i¼1

g0
i ðwÞM �

j Kiðz;wÞ. Sub-
stituting K from the first equation, we get

Pd
i¼1

g0
i ðwÞðMj � wjÞ�Kiðz;wÞ ¼ 0:

Let Fijðz;wÞ ¼ ðMj � wjÞ�Kiðz;wÞ. For a fixed but arbitrary z0 A W, consider the equationPd
i¼1

g0
i ðwÞFijðz0;wÞ ¼ 0. Suppose there exists k, 1e k e d, such that Fkjðz0; 0Þ3 0. Then

g0
k ¼ fFkjðz0; �Þ0g

�1 Pd
i¼1; i3k

g0
i Fijðz0; �Þ0:

This is a contradiction. Therefore Fijðz0; 0Þ ¼ 0, 1e ie d, and for all z0 A W. So
M �

j Kiðz; 0Þ ¼ 0, 1e ie d, 1e j em. This completes the proof of the theorem. r

Remark 2.4. Let I be an ideal in the polynomial ring C½z�. Suppose MII and
that I is dense in M. Let fpi A C½z� : 1e ie tg be a minimal set of generators for the
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ideal I. Let VðIÞ be the zero variety of the ideal I. If w B VðIÞ, then SM
w ¼ Ow. Al-

though p1; . . . ; pt generate the stalk at every point, they are not necessarily a minimal set
of generators. For example, let I ¼ hz1ð1 þ z1Þ; z1ð1 � z2Þ; z2

2iHC½z1; z2�. The poly-
nomials z1ð1 þ z1Þ, z1ð1 � z2Þ, z2

2 form a minimal set of generators for the ideal I. Since
1 þ z1 and 1 � z2 are units in 2O0, it follows that the functions z1 and z2

2 form a minimal
set of generators for the stalk SM

0 .

For simplicity, we have stated the decomposition theorem for Hilbert modules which
consist of holomorphic functions taking values in C. However, all the tools that we use for
the proof work equally well in the case of holomorphic functions taking values in Cm. Con-
sequently, we expect it to remain valid in this more general set-up of vector valued holo-
morphic functions.

2.3. The joint kernel at w0 and the stalk SM
w0

. Let g0
1 ; . . . ; g

0
d be a minimal set of gen-

erators for the stalk SM
w0

as before. For f A SM
w0

, we can find holomorphic functions fi,

1e ie d, on some small open neighborhood U of w0 such that f ¼
Pd
i¼1

g0
i fi on U . We write

f ¼
Pd
i¼1

g0
i fi ¼

Pd
i¼1

g0
i f fi � fiðw0Þg þ

Pd
i¼1

g0
i fiðw0Þ

on U . Let mðOw0
Þ be the maximal ideal (consisting of the germs of holomorphic functions

vanishing at the point w0) in the local ring Ow0
and mðOw0

ÞSM
w0

¼ mw0
SM

w0
. Thus the linear

span of the equivalence classes ½g0
1 �; . . . ; ½g0

d � is the quotient module SM
w0

=mw0
SM

w0
. There-

fore we have

dimSM
w0

=mw0
SM

w0
e d:

It turns out that the elements ½g0
1 �; . . . ; ½g0

d � in the quotient module are linearly independent.
Then dimSM

w0
=mw0

SM
w0

¼ d. To prove the linear independence, let us consider the equationPd
i¼1

ai½g0
i � ¼ 0 for some complex numbers ai, 1e ie d, or equivalently,

Pd
i¼1

aig
0
i A mðOwÞSM

w .

Thus there exist holomorphic functions fi, 1e ie d, defined on a small neighborhood

of w0 and vanishing at w0 such that
Pd
i¼1

ðai � fiÞg0
i ¼ 0. Now suppose ak 3 0 for some k,

1e k e d. Then we can write

g0
k ¼ �

P
i3k

ðak � fkÞ�1
0 ðai � fiÞ0g0

i ;

which is a contradiction. From the Decomposition Theorem 1.4, it follows that

dim ker DðM�w0Þ� fKfminimal generators for SM
w0

gð2:3Þ

f dimSM
w0

=mw0
SM

w0
:
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We will impose additional conditions on the Hilbert module M, which is always
assumed to be in the class B1ðWÞ, so as to ensure equality in (2.3) (or (1.4)). One such
assumption is that the module M is finitely generated. Let

VðMÞ :¼ fw A W : f ðwÞ ¼ 0 for all f A Mg:

Then for w0 B VðMÞ, the number of minimal generators for the stalk at w0 is one, in fact,
SM

w0
¼ Ow0

. Also for w0 B VðMÞ, dim ker DðM�w0Þ� ¼ 1, following the proof of Lemma 2.3.
Therefore, outside the zero set, we have equality in (1.4). For a large class of Hilbert mod-
ules we will show, even on the zero set, that the reverse inequality is valid. For instance, for
Hilbert modules of rank 1 over C½z�, we have equality everywhere. This is easy to see from
[15], page 89:

1f dimMnC½z�Cw0
¼ dim ker DðM�w0Þ� f dimSM

w0
=mw0

SM
w0

f 1:

To understand the more general case, consider the map iw : M ! Mw defined by
f 7! fw, where fw is the germ of the function f at w. Clearly, this map is a vector space
isomorphism onto its image. The linear space

MðwÞ :¼
Pm
j¼1

ðzj � wjÞM ¼ mwM

is closed since M is assumed to be in B1ðWÞ. The map f 7! fw restricted to MðwÞ is a linear
isomorphism from MðwÞ to ðMðwÞÞw. Consider

M !iw SM
w !p SM

w =mwS
M

w ;

where p is the quotient map. Now we have a map

c : Mw=ðMðwÞÞw ! SM
w =mwS

M
w

which is well defined because ðMðwÞÞw LMw XmwS
M

w . Whenever c can be shown to be
one-one, equality in (1.4) is forced. To see this, note that MmMðwÞGM=MðwÞ and

ker DðM�wÞ� ¼
Tm
j¼1

franðMj � wjÞg? ¼ Mm
Pm
j¼1

ðzj � wjÞM ¼ MmMðwÞ:

Hence

d e dim ker DðM�wÞ� ¼ dimM=MðwÞ
e dimSM

w =mwS
M

w ¼ d:ð2:4Þ

Suppose cð f Þ ¼ 0 for some f A M. Then fw A mwS
M

w and consequently, f ¼
Pm
i¼1

ðzi � wiÞ fi

for holomorphic functions fi, 1e iem, on some small open set U . The main question is if
the functions fi, 1e iem, can be chosen from the Hilbert module M. We isolate below, a
class of Hilbert modules for which this question has an a‰rmative answer.

Let H be a Hilbert module in B1ðWÞXB1ðWÞ. Pick, for each w A W, a C-linear sub-
space Vw of the polynomial ring C½z� with the property that it is invariant under the action
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of the partial di¤erential operators
q

qz1
; . . . ;

q

qzm

� �
(see [5]). Set

MðwÞ ¼ f f A H : qðDÞ f jw ¼ 0 for all q A Vwg:ð2:5Þ

For f A MðwÞ and q A Vw,

qðDÞðzj f Þjw ¼ wjqðDÞ f jw þ qq

qzj

ðDÞ f jw ¼ 0:

Now, the assumptions on Vw ensure that MðwÞ is a module. We consider below, the class of
(non-trivial) Hilbert modules which are of the form M :¼

T
w AW

MðwÞ. It is easy to see that

w B VðMÞ if and only if Vw ¼ f0g and then Vw ¼ f0g if and only if MðwÞ ¼ H. Therefore,
M ¼

T
w AVðMÞ

MðwÞ. These modules are called AF-co-submodules (see [5], page 38). Let

VwðMÞ :¼ fq A C½z� : qðDÞ f jw ¼ 0 for all f A Mg:

Note that VwðMÞ ¼ Vw. Fix a point in VðMÞ, say w0. Consider

~VVw0
ðMÞ :¼ q A C½z� : qq

qzi

A Vw0
ðMÞ; 1e iem

� �
:

For w A VðMÞ, let

Vw0;wðMÞ ¼ VwðMÞ; if w3w0;
~VVw0

ðMÞ; if w ¼ w0:

�
Now, define Mw0ðwÞ to be the submodule (of H) corresponding to the C-linear space
Vw0;wðMÞ (as in (2.5)) and let

Mw0 ¼
T

w AVðMÞ
Mw0ðwÞ:

So we have VwðMw0Þ ¼ Vw0;wðMÞ. For f A Mðw0Þ, we have f ¼
Pm
j¼1

ðzj � w0jÞ fj, for some

choice of f1; . . . ; fm A M. Now for any q A C½z�, following [5], we have

qðDÞ f ¼
Pm
j¼1

qðDÞfðzj � w0jÞ fjgð2:6Þ

¼
Pm
j¼1

ðzj � w0jÞqðDÞ fj þ
qq

qzj

ðDÞ fj

� �
:

For w A VðMÞ and f A Mðw0Þ, it follows from the definitions that

qðDÞ f jw ¼

Pm
j¼1

ðwj � w0jÞqðDÞ fjjw þ qq

qzj

ðDÞ fjjw
� �

¼ 0; q A VwðMÞ; w3w0;

Pm
j¼1

qq

qzj

ðDÞ fjjw0

� �
¼ 0; q A ~VVw0

ðMÞ; w ¼ w0:

8>>>><>>>>:
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Thus f A Mðw0Þ implies that f A Mw0ðwÞ for each w A VðMÞ. Hence Mðw0Þ LMw0 . Now
we describe the Gleason’s property for M at a point w0.

Definition 2.5. We say that an AF co-submodule M has the Gleason’s property at a
point w0 A VðMÞ if Mw0 ¼ Mðw0Þ.

In analogy with the definition of Vw0
ðMÞ for a Hilbert module M, we define the space

Vw0
ðSM

w0
Þ ¼ fq A C½z� : qðDÞ f jw0

¼ 0; fw0
A SM

w0
g. It will be useful to record the relation

between Vw0
ðMÞ and Vw0

ðSM
w0

Þ in a separate lemma.

Lemma 2.6. For any Hilbert module M in B1ðWÞ and w0 A W, we have

Vw0
ðMÞ ¼ Vw0

ðSM
w0

Þ.

Proof. Note that the inclusion Vw0
ðSM

w0
ÞLVw0

ðMÞ follows from Mw0
LSM

w0
. To

prove the reverse inclusion, we need to show that qðDÞhjw0
¼ 0 for h A SM

w0
, for all

q A Vw0
ðMÞ. Since h A SM

w0
, we can find functions f1; . . . ; fn A M and g1; . . . ; gn A Ow0

such

that h ¼
Pn
i¼1

figi in some small open neighborhood of w0. Therefore, it is enough to show

that qðDÞð fgÞjw0
¼ 0 for f A M, g holomorphic in a neighborhood, say Uw0

of w0, and
q A Vw0

ðMÞ. We can choose Uw0
to be a small enough polydisk such that

g ¼
P
a

aaðz � w0Þa; z A Uw0
.

Then qðDÞð fgÞ ¼
P
a

aaqðDÞfðz � w0Þaf g for z A Uw0
. Clearly, ðz � w0Þaf belongs to M

whenever f A M. Hence qðDÞfðz � w0Þaf gjw0
¼ 0 and we have qðDÞð fgÞjw0

¼ 0 completing
the proof of the inclusion Vw0

ðMÞLVw0
ðSM

w0
Þ. r

We will show that we have equality in (1.4) for all AF-co-submodules satisfying
Gleason’s property. Proposition 1.7 includes this.

Proof of Proposition 1.7. We first show that kerðp � iw0
Þ ¼ Mw0 . Showing

kerðp � iw0
ÞLMw0 is the same as showing Mw0

Xmw0
SM

w0
L ðMw0Þw0

. We claim that

Vw0
ðmw0

SM
w0

Þ ¼ Vw0;w0
ðMÞð¼ ~VVw0

ðMÞÞ:ð2:7Þ

If f A mw0
SM

w0
, then there exists fj A SM

w0
; 1e j em, such that f ¼

Pm
j¼1

ðzj � w0jÞ fj. From
equation (2.6), we have

q A Vw0
ðmw0

SM
w0

Þ if and only if
qq

qzj

A Vw0
ðSM

w0
Þ ¼ Vw0

ðMÞ; 1e j em:

Now, from Lemma 2.6, we find
qq

qzj

A Vw0
ðMÞ; 1e j em, if and only if q A ~VVw0

ðMÞ, which

proves our claim. So for f A M, if fw0
A mw0

SM
w0

, then f A Mw0ðwÞ for all w A VðMÞ.
Hence f A Mw0 and as a result, we have Mw0

Xmw0
SM

w0
L ðMw0Þw0

.
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Now let f A Mw0 . From (2.7) it follows that

f A fg A Ow0
: qðDÞgjw0

¼ 0 for all q A Vw0
ðmw0

SM
w0

Þg:

According to [5], Proposition 2.3.1, we have f A mw0
SM

w0
. Therefore f A kerðp � iw0

Þ and
kerðp � iw0

Þ ¼ Mw0 .

Next we show that the map p � iw0
is onto. Let

Pn
i¼1

figi A SM
w0

, where fi A M and gi’s

are holomorphic functions in some neighborhood of w0, 1e ie n. We need to show that

there exists f A M such that the class ½ f � is equal to

	Pn
i¼1

figi



in SM

w0
=mw0

SM
w0

. Let us take

f ¼
Pn
i¼1

figiðw0Þ. Then

Pn
i¼1

figi � f ¼
Pn
i¼1

fifgi � giðw0Þg A mw0
SM

w0
:

This completes the proof of surjectivity.

Suppose Gleason’s property holds for M at w0. Since kerðp � iw0
Þ ¼ Mw0 , it follows

from the Gleason’s property at w0 that we have the equality kerðp � iw0
Þ ¼ Mðw0Þ. The

map c : M=Mðw0Þ ! SM
w0

=fmw0
SM

w0
g is then one to one. The equality in (1.4) is established

as in the equation (2.4).

Now suppose equality holds in (1.4). From the above, it is clear that M=Mw0 is iso-
morphic to SM

w0
=mw0

SM
w0

. Thus

dimM=Mw0 ¼ dimM=Mðw0Þ:

But as Mðw0ÞLMw0 , we have Mðw0Þ ¼ Mw0 and hence Gleason’s property holds for M
at w0. r

A class of examples of Hilbert spaces satisfying Gleason’s property can be found in
[20]. It was shown in [20] that Gleason’s property holds for analytic Hilbert modules ([5],
page 3). However it is not entirely clear if it continues to hold for submodules of analytic
Hilbert modules. Nevertheless, we will identify here, a class of submodules for which we
have equality in (1.4). Let M be a submodule of an analytic Hilbert module over C½z�. As-
sume that M is the closure of an ideal ILC½z�. From [5], [17], we note that

dim ker DðM�w0Þ� ¼ dim
Tm
j¼1

kerðMj � w0jÞ� ¼ dimI=mw0
I:

Therefore from (2.3) we have

dimI=mw0
If dimSM

w0
=mw0

SM
w0

:

So it remains to prove the reverse inequality. Fix a point w0 A W. Consider the map

I !
iw0

SM
w0

!p SM
w0

=mw0
SM

w0
:
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We will show that kerðp � iw0
Þ ¼ mw0

I. Let VðIÞ denote the zero set of the ideal I and
VwðIÞ be its characteristic space at w. We begin by proving that the characteristic space
of the ideal coincides with that of the corresponding Hilbert module.

Lemma 2.7. Assume that M ¼ ½I� is in B1ðWÞ. Then Vw0
ðIÞ ¼ Vw0

ðMÞ for w0 A W.

Proof. Clearly Vw0
ðIÞMVw0

ðMÞ, so we have to prove Vw0
ðIÞLVw0

ðMÞ. For
q A Vw0

ðIÞ and f A M, we show that qðDÞ f jw0
¼ 0. Now, for each f A M, there exists a

sequence of polynomials pn A I such that pn ! f in the Hilbert space norm. Recall that
if K is the reproducing kernel for M, then

ðqaf ÞðwÞ ¼ h f ; qaKð�;wÞi for a A Zþ
m ; w A W; f A M:ð2:8Þ

For w A W and a compact neighborhood C of w, we have

jqðDÞpnðwÞ � qðDÞ f ðwÞj ¼ jhpn � f ; qðDÞKð�;wÞij

e kpn � f kMkqðDÞKð�;wÞkM

e kpn � f kM sup
w AC

kqðDÞKð�;wÞkM:

Therefore, qðDÞpnjw0
! qðDÞ f jw0

as n ! y. Since qðDÞpnjw0
¼ 0 for all n, it follows that

qðDÞ f jw0
¼ 0. Hence q A Vw0

ðMÞ and we are done. r

Now let J ¼ mw0
I. Recall (cf. [17], Proposition 2.3) that

VðJÞnVðIÞ :¼ fw A Cm : VwðIÞkVwðJÞg ¼ fw0g.

Here we will explicitly write down the characteristic space. Let

~VVw0
ðIÞ ¼ q A C½z� : qq

qzi

A Vw0
ðIÞ; 1e iem

� �
and

Vw0;wðIÞ ¼ VwðIÞ; w3w0;
~VVw0

ðIÞ; w ¼ w0:

�

Lemma 2.8. For w A Cm, VwðJÞ ¼ Vw0;wðIÞ.

Proof. Since JHI, we have VwðIÞLVwðJÞ for all w A Cm. Now let w3w0. For
f A I and q A VwðJÞ, we show that qðDÞ f jw ¼ 0 which implies q must be in VwðIÞ.

Note that for any k A N and j A f1; . . . ;mg,

qðDÞfðzj � w0jÞk
f gjw ¼ 0 as ðzj � w0jÞk

f A J.
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This implies
Pk
l¼0

ðwj � w0jÞ l k

l

� �
qk�lq

qzk�l
j

ðDÞ f jw ¼ 0. Hence (inductively) we have

ðwj � w0jÞk
qðDÞ f jw ¼ ð�1Þk q

kq

qzk
j

ðDÞ f jw for all k A N and j A f1; . . . ;mg:

So, if w3w0, then there exists i A f1; . . . ;mg such that wi 3w0i. Therefore, by choosing k

large enough with respect to the degree of q, we can ensure ðwi � w0iÞk
qðDÞ f jw ¼ 0. Thus

qðDÞ f jw ¼ 0. For w ¼ w0, we have q A Vw0
ðJÞ if and only if qðDÞfðzj � w0jÞ f gjw0

¼ 0 for

all f A I and j A f1; . . . ;mg if and only if
qq

qzj

ðDÞ f jw0
¼ 0 for all f A I and j A f1; . . . ;mg

if and only if
qq

qzj

A Vw0
ðIÞ for all j A f1; . . . ;mg if and only if q A ~VVw0

ðIÞ. This completes

the proof of the lemma. r

We have shown that Vw0
ðIÞ ¼ Vw0

ðMÞ ¼ Vw0
ðSM

w0
Þ. The next lemma provides a re-

lationship between the characteristic space of J at the point w0 and the sheaf SM
w0

.

Lemma 2.9. Vw0
ðJÞ ¼ Vw0

ðmw0
SM

w0
Þ:

Proof. We have Vw0
ðmw0

SM
w0

ÞLVw0
ðJÞ. From the previous lemma, it follows that

if q A Vw0
ðJÞ, then q A ~VVw0

ðIÞ, that is,
qq

qzj

A Vw0
ðIÞ ¼ Vw0

ðSM
w0

Þ for all j A f1; . . . ;mg.

From (2.7), it follows that q A Vw0
ðmw0

SM
w0

Þ. r

Now, we have all the ingredients to prove that we must have equality in (1.4) for sub-
modules of analytic Hilbert modules which are obtained as closure of some polynomial
ideal.

Proposition 2.10. Let M ¼ ½I� be a submodule of an analytic Hilbert module over

C½z� on a bounded domain W, where I is a polynomial ideal, each of whose algebraic compo-

nent intersects W. Then

dimM=mw0
M ¼ dimSM

w0
=mw0

SM
w0

; w0 A W:

Proof. Let p A I such that p � iw0
ðpÞ ¼ 0, that is, pw0

A mw0
SM

w0
. The preceding

lemma implies qðDÞpjw0
¼ 0 for all q A Vw0

ðJÞ. So,

p A Je
w0

:¼ fr A C½z� : qðDÞpjw0
¼ 0 for all q A Vw0

ðJÞg:

Since each of the algebraic components of J intersects W, therefore, from [5], Corol-
lary 2.1.2, we have p A

T
w AW

Je
w ¼ J. Thus kerðp � iw0

Þ ¼ J ¼ mw0
I. Then the map

p � iw0
: dimI=mw0

I ! dimSM
w0

=mw0
SM

w0
is one-one and we have

dimI=mw0
Ie dimSM

w0
=mw0

SM
w0

:

Therefore, we have equality in (1.4). r

The proof of the Theorem 1.9 is now immediate.
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Proof of Theorem 1.9. From the Rigidity Theorem in [16], it follows that the sub-
module M corresponds to an ideal such that M ¼ ½I�. The proof is complete using Prop-
ositions 1.7 and 2.10. r

Remark 2.11. In fact, this corollary is valid for all submodules of the form ½I�
whenever it is an AF-co-submodule for some polynomial ideal I.

The following corollary to Proposition 2.10 answers, in part, the conjecture of [14],
page 262. These answers were found by Duan–Guo earlier in [17].

Corollary 2.12. Suppose M is a submodule of an analytic Hilbert module given by

closure of a polynomial ideal I and w0 A VðIÞ is a smooth point then,

dim ker DðM�w0Þ� ¼ co-dimension of VðIÞ:

Proof. From Remark 2.2, it follows that if I is generated by p1; . . . ; pt, then SM
w0

is
generated by p1w0

; . . . ; ptw0
. In the course of the proof in [17], Theorem 2.3, a change of

variable arguments is used to show that the stalk SM
w0

at w0 is isomorphic to the ideal gen-
erated by the co-ordinate functions z1 � w01; . . . ; zr � w0r, where r is the co-dimension of
VðIÞ. Therefore, the number of minimal generators for the stalk at a smooth point is equal
to r which is the co-dimension of VðIÞ. The proof is completed by Proposition 2.10. r

2.4. Curvature invariants. Let M be a Hilbert module in B1ðWÞ and w0 A W be fixed.
The vectors K

ðiÞ
w A M, 1e ie d, for w in some small neighborhood, say W0 of w0, pro-

duced in part (ii) of the Decomposition Theorem 1.4 are independent. However, while the
choice of these vectors is not canonical, in general, we provide below a recipe for finding
the vectors K

ðiÞ
w , 1e ie d, satisfying

Kð�;wÞ ¼ g0
1ðwÞK ð1Þ

w þ � � � þ g0
dðwÞK

ðdÞ
w ; w A W0

following [7]. We note that mwM is a closed submodule of M. We assume that we have
equality in (1.4) for the module M at the point w0 A W, that is,

spanCfK ðiÞ
w0

: 1e ie dg ¼ ker DðM�w0Þ� :

Let DðM�wÞ� ¼ VMðwÞjDðM�wÞ� j be the polar decomposition of DðM�wÞ� , where
jDðM�wÞ� j is the positive square root of the operator ðDðM�wÞ�Þ�DðM�wÞ� and VMðwÞ is the
partial isometry mapping ðker DðM�wÞ�Þ? onto ran DðM�wÞ� . Let QMðwÞ be the positive
operator:

QMðwÞjker DðM�wÞ �
¼ 0 and QMðwÞjðker DðM�wÞ � Þ? ¼

�
jDðM�wÞ� j

��
ðker DðM�wÞ � Þ?

��1
:

Let RMðwÞ : Ml � � �lM ! M be the operator RMðwÞ ¼ QMðwÞVMðwÞ�. The two
equations, involving the operator DðM�wÞ� , stated below are analogous to the semi-
Fredholmness property of a single operator (cf. [6], Proposition 1.11):

RMðwÞDðM�wÞ� ¼ I � Pker DðM�wÞ � ;ð2:9Þ

DðM�wÞ�RMðwÞ ¼ Pran DðM�wÞ � ;ð2:10Þ

21Biswas, Misra and Putinar, Hilbert modules

Brought to you by | Tanzania Commission for Science and Technology (Tanzania Commission for Science and Technology)
Authenticated | 172.16.1.226

Download Date | 3/21/12 7:47 AM



where Pker DðM�wÞ � (resp. Pran DðM�wÞ � ), for w A W0, is the orthogonal projection onto
ker DðM�wÞ� (resp. ran DðM�wÞ�). Consider the operator

Pðw; w0Þ ¼ I � fI � RMðw0ÞDw�w0
g�1

RMðw0ÞDðM�wÞ� ;

w A B
�
w0; kRðw0Þk�1�, where B

�
w0; kRðw0Þk�1� is the ball of radius kRðw0Þk�1 around w0.

Using the equations (2.9) and (2.10) given above, we write

Pðw; w0Þ ¼ fI � RMðw0ÞDw�w0
g�1

Pker DðM�w0Þ �
;ð2:11Þ

where Dw�w0
f ¼

�
ðw1 � w01Þ f1; . . . ; ðwm � w0mÞ fm

�
. The details can be found in [7], page

452. From the definition of Pðw; w0Þ, it follows that Pðw; w0ÞPker DðM�wÞ � ¼ Pker DðM�wÞ � which
implies ker DðM�wÞ� H ran Pðw; w0Þ for w A Dðw0; eÞ. Consequently Kð�;wÞ A ran Pðw; w0Þ
and therefore

Kð�;wÞ ¼
Pd
i¼1

aiðwÞPðw; w0ÞK ðiÞ
w0
;

for some complex valued functions a1; . . . ; ad on Dðw0; eÞ. We will show that the func-
tions ai, 1e ie d, are holomorphic and their germs form a minimal set of generators
for SM

w0
. Now

RMðw0ÞDw�w0
Kð�;wÞ ¼ RMðw0ÞDðM�w0Þ�Kð�;wÞ ¼ ðI � Pker DðM�w0Þ �

ÞKð�;wÞ:

Hence we have

fI � RMðw0ÞDw�w0
gKð�;wÞ ¼ Pker DðM�w0Þ �

Kð�;wÞ:

Since Kð�;wÞ A ran Pðw; w0Þ, we also have

Pðw; w0Þ�1
Kð�;wÞ ¼ Pker DðM�w0Þ �

Kð�;wÞ:

Let v1; . . . ; vd be the orthonormal basis for ker DðM�w0Þ� . Let g1; . . . ; gd denote the minimal
set of generators for the stalk at SM

w0
. Then there exists a neighborhood U , small enough,

such that vj ¼
Pd
i¼1

gi f
j

i , 1e j e d, and for some holomorphic functions f
j

i , 1e i; j e d,

on U . We then have

Pðw; w0Þ�1
Kð�;wÞ ¼ Pker DðM�w0Þ �

Kð�;wÞ ¼
Pd
j¼1

hKð�;wÞ; vjivj

¼
Pd
j¼1

�
Kð�;wÞ;

Pd
i¼1

gi f
j

i

�
vj ¼

Pd
i¼1

Pd
j¼1

giðwÞ f
j

i ðwÞvj

¼
Pd
i¼1

giðwÞ
�Pd

j¼1

f
j

i ðwÞvj

�
:
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So Kðz;wÞ ¼
Pd
i¼1

giðwÞ
�Pd

j¼1

f
j

i ðwÞPðw; w0ÞvjðzÞ
�

. Let

~KK ðiÞ
w ¼

Pd
j¼1

f
j

i ðwÞPðw; w0Þvj:

Since the vectors K
ðiÞ
w0 , 1e ie d, are uniquely determined as long as g1; . . . ; gd are fixed

and Pðw0; w0Þ ¼ Pker DðM�w0Þ �
, it follows that

K ðiÞ
w0

¼ ~KK ðiÞ
w0

¼
Pd
j¼1

f
j

i ðw0Þvj; 1e ie d:

Therefore, the determinant of the d � d matrix
�

f
j

i ðw0Þ
�d

i; j¼1
is non-zero. Since

Det
�

f
j

i ðwÞ
�d

i; j¼1
is an anti-holomorphic function, there exists a neighborhood of w0, say

Dðw0; eÞ, for some e > 0, such that

Det
�

f
j

i ðwÞ
�d

i; j¼1
3 0; w A Dðw0; eÞ:

The set of vectors fPðw; w0Þvjgn
j¼1 is linearly independent since Pðw; w0Þ is injective on

ker DðM�w0Þ� . Let ðaijÞd
i; j¼1 ¼

��
f

j
i ðw0Þ

�d

i; j¼1


�1
, in consequence, vj ¼

Pd
l¼1

ajlK
ðlÞ
w0 . We then

have

Kð�;wÞ ¼
Pd
i¼1

giðwÞ
�Pd

j¼1

f
j

i ðwÞPðw; w0Þ
�Pd

l¼1

ajlK
ðlÞ
w0

��

¼
Pd
l¼1

� Pd
i; j¼1

giðwÞ f
j

i ðwÞajl

�
Pðw; w0ÞK ðlÞ

w0

�
:

Since the matrices
�

f
j

i ðwÞ
�d

i; j¼1
and ðaijÞd

i; j¼1 are invertible, the functions

alðzÞ ¼
Pd

i; j¼1

giðzÞ f
j

i ðzÞajl ; 1e l e d;

form a minimal set of generators for the stalk SM
w0

and hence we have the canonical decom-
position,

Kð�;wÞ ¼
Pd
i¼1

aiðwÞPðw; w0ÞK ðiÞ
w0
:

Let Pw ¼ ran Pðw; w0ÞPker DðM�w0Þ �
for w A B

�
w0; kRMðw0Þk�1�. Since Pðw; w0Þ re-

stricted to the ker DðM�w0Þ� is one-one, and for w in B
�
w0; kRMðw0Þk�1�, the dimension

of Pw is constant. Thus to prove Lemma 1.5, we will show that Pw ¼ kerP0DðM�wÞ� , where
P0 is the orthogonal projection onto ran DðM�w0Þ� .

Proof of Lemma 1.5. From [7], page 453, it follows that P0DðM�wÞ�Pðw; w0Þ ¼ 0.
So, Pw L kerP0DðM�wÞ� . Using (2.9) and (2.10), we can write
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P0DðM�wÞ� ¼ DðM�w0Þ�RMðw0ÞfDðM�w0Þ� � Dðw�w0Þg

¼ DðM�w0Þ�fI � Pker DðM�w0Þ �
� RMðw0ÞDðw�w0Þg

¼ DðM�w0Þ�fI � RMðw0ÞDðw�w0Þg:

Since fI � RMðw0ÞDðw�w0Þg is invertible for w in B
�
w0; kRMðw0Þk�1�, we have

dimPw ¼ dim ker DðM�w0Þ� f dim kerP0DðM�wÞ� :

This completes the proof. r

From the construction of the operator Pðw; w0Þ, it follows that w 7! Pw defines a
Hermitian holomorphic vector bundle of rank m over

W�
0 ¼ fz : z A W0g where W0 ¼ B

�
w0; kRMðw0Þk�1�.

Let P denote this Hermitian holomorphic vector bundle.

Proof of Theorem 1.6. Since M and ~MM are equivalent Hilbert modules, there exists
a unitary U : M ! ~MM intertwining the adjoint of the module multiplication, that is,
UM �

j ¼ ~MM �
j U , 1e j em. Here ~MMj denotes the multiplication by co-ordinate functions

zj, 1e j em, on ~MM. It is enough to show that

UPðw; w0Þ ¼ ~PPðw; w0ÞU for w A B
�
w0; kRMðw0Þk�1�.

Let jDM � j ¼
�Pm

j¼1

MjM
�
j

�1
2

, that is, the positive square root of ðDM � Þ�DM � . We have

Pm
j¼1

MjM
�
j ¼ U �

�Pm
j¼1

~MMj
~MM

�
j

�
U ¼ ðU �jD ~MM � jUÞ2:

Clearly, jDM � j ¼ U �jD ~MM � jU . Similarly, we have jDðM�w0Þ� j ¼ U �jDð ~MM�w0Þ� jU . Let

Pi : MlMl � � �lM ! M

be the orthogonal projection on the ith component. In this notation, for 1e j em, we
have PjDM � ¼ M �

j . Then,

~PPjDð ~MM�w0Þ� ¼ UPjDðM�w0Þ�U
�

¼ UPjVMðw0ÞU �U jDðM�w0Þ� jU
�

¼ UPjVMðw0ÞU �jDð ~MM�w0Þ� j:

But ~PPjDð ~MM�w0Þ� ¼ ~PPjV ~MMðw0ÞjDð ~MM�w0Þ� j. The uniqueness of the polar decomposition implies

that ~PPjV ~MMðw0Þ ¼ UPjVMðw0ÞU �, 1e j em. It follows that Q ~MMðw0Þ ¼ UQMðw0ÞU �.
Note that P�

j : M ! Ml � � �lM is given by

P�
j h ¼ ð0; . . . ; h; . . . ; 0Þ; h A M; 1e j em:
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So, we have V ~MMðw0Þ� ~PP�
j ¼ UVMðw0Þ�P�

j U �, 1e j em. Let ~DDw : M ! Ml � � �lM be

the operator: ~DDw f ¼ ðw1 f ; . . . ; wm f Þ, f A ~MM. Clearly, ~DDw ¼ UDwU �, that is,

U � ~PPj
~DDw ¼ PjDwU �; 1e j em.

Finally,

R ~MMðw0Þ ~DDw�w0
¼ Q ~MMðw0ÞV ~MMðw0Þ� ~DDw�w0

¼ Q ~MMðw0ÞV ~MMðw0Þ�ð ~PP1
~DDw�w0

; . . . ; ~PPm
~DDw�w0

Þ

¼ Q ~MMðw0ÞV ~MMðw0Þ�
�Pm

j¼1

~PP�
j
~PPj
~DDw�w0

�

¼ Q ~MMðw0ÞUVMðw0Þ�
�Pm

j¼1

P�
j U � ~PPj

~DDw�w0

�

¼ UQMðw0ÞVMðw0Þ�
�Pm

j¼1

P�
j PjDw�w0

U �
�

¼ UQMðw0ÞVMðw0Þ�Dw�w0
U �

¼ URMðw0ÞDw�w0
U �:

Hence fR ~MMðw0Þ ~DDw�w0
gk ¼ UfRMðw0ÞDw�w0

gk
U � for all k A N. From (2.11), we have

Pðw; w0Þ ¼
Py
k¼0

fRMðw0ÞDw�w0
gk

Pker DðM�w0Þ �
:

Also as U maps ker DðM�wÞ� onto ker Dð ~MM�wÞ� for each w, we have in particular,
UPker DðM�w0Þ

� ¼ Pker Dð ~MM�w0Þ �
U . Therefore,

UPðw; w0Þ ¼
Py
k¼0

UfRMðw0ÞDw�w0
gk

Pker DðM�w0Þ �

¼
Py
k¼0

fR ~MMðw0Þ ~DDw�w0
gk

UPker DðM�w0Þ �

¼
Py
k¼0

fR ~MMðw0Þ ~DDw�w0
gkPker Dð ~MM�w0Þ �

U

¼ ~PPðw; w0ÞU ;

for w A B
�
w0; kRMðw0Þk�1�. r

Remark 2.13. For any commuting m-tuple T ¼ ðT1; . . . ;TmÞ of operators on H, the
construction given above, of the Hermitian holomorphic vector bundle, provides a unitary
invariant, assuming only that ran DT�w is closed for w in WLCm. Consequently, the class
of this Hermitian holomorphic vector bundle is an invariant for any Hilbert module over
C½z� of finite rank.
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3. Division problems

3.1. Bergman space privilege. Fix two positive integers p, q. The division problem
asks if the solution u A OðWÞq to the linear equation Au ¼ f must belong to L2

aðWÞq if
f A L2

aðWÞp and the matrix A A Mp;q

�
OðWÞ

�
of analytic functions defined in a neighbor-

hood of W are given. Two independent steps are necessary to understand the nature of the
division problem.

First, the solution u may not be unique, simply due to the non-trivial relations
among the columns of the matrix A. This di‰culty is clarified by homological algebra: at
the level of coherent analytic sheaves, N ¼ cokerðA : Ojp

W
! Ojq

W
Þ admits a finite free reso-

lution

0 ! Ojnp

W
!dp � � � ! Ojn1

W
!d1

Ojn0

W
! N ! 0;ð3:1Þ

where n1 ¼ p, n0 ¼ q and d1 ¼ A. The existence of such a resolution is assured by the ana-
logue of Hilberts Syzygies Theorem in the analytic context, see for instance [22].

The second step, of circumventing the non-existence of boundary values for Bergman
space functions, is resolved by a canonical quantization method, that is, by passing to the
algebra of Toeplitz operators with continuous symbol on L2

aðWÞ. We import below, from
the well understood theory of Toeplitz operators on domains of Cm, a crucial criterion for
a matrix of Toepliz operators to be Fredholm (cf. [32], [34]).

Assume that the analytic matrix AðzÞ is defined on a neighborhood of W. One proves
by standard homological techniques that every free, finite type resolution of the analytic
coherent sheaf N ¼ cokerðA : Ojp

W
! Ojq

W
Þ induces at the level of the Bergman space L2

aðWÞ
an exact complex, see [9]. Theorem 1.8 shows that the similarity between the two resolu-
tions given above are not accidental. After understanding the disc-algebra privilege on a
strictly convex domain [30], the statement of Theorem 1.8 is not surprising.

Proof of Theorem 1.8. The proof is very similar to the one of the disk algebra case
[30], and we only sketch below the main ideas. Assume that the resolution (1.5) exists and
that the last arrow has closed range. The exactness at each degree of the resolution is equiv-
alent to the invertibility of the Hodge operator:

d �
k dk þ dkþ1d �

kþ1 : L2
aðWÞnk ! L2

aðWÞnk ; 1e k e p;

where we put dpþ1 ¼ 0. To be more specific: the condition ker½d �
k dk þ dkþ1d �

kþ1� ¼ 0 is
equivalent to the exactness of the complex at stage k, implying that ranðdkþ1Þ is closed.
In addition, if the range of dk is closed, then, and only then, the self-adjoint operator
d �

k dk þ dkþ1d �
kþ1 is invertible.

Since the boundary of W is smooth, the commutator ½Tf ;Tg� of two Toeplitz opera-
tors acting on the Bergman space and with continuous symbols f ; g A CðWÞ is compact, see
for details and terminology [4], [32], [34]. Consequently for every k, d �

k dk þ dkþ1d �
kþ1 is,

modulo compact operators, an nk � nk matrix of Toeplitz operators with symbol

dkðzÞ�dkðzÞ þ dkþ1ðzÞdkþ1ðzÞ�; w A W;
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where the adjoint is now taken with respect to the canonical inner product in Cnk . Accord-
ing to a main result of [4], or [34], [32], if the Toeplitz operator d �

k dk þ dkþ1d �
kþ1 is

Fredholm, then its matrix symbol is invertible. Hence

ker½dkðzÞ�dkðzÞ þ dkþ1ðzÞdkþ1ðzÞ�� ¼ 0; 1e k e p:

Thus, for every z A qW,

rank AðzÞ ¼ dim coker
�
d1ðwÞ

�
¼ n0 � n1 þ n2 � � � � þ ð�1Þp

np:

To prove the other implication, we rely on the disk algebra privilege criterion ob-
tained in the note [30]. Namely, in view of [30], Theorem 2.2, if the rank of the matrix
AðzÞ does not jump for z belonging to the boundary of W, then there exists a resolution of
N ¼ coker A : AðWÞp ! AðWÞq with free, finite type AðWÞ-modules:

0 ! AðWÞnp !dp � � � ! AðWÞn1 !d1
AðWÞn0 ! N ! 0:ð3:2Þ

As before, we denote d1 ¼ A. We have to prove that the induced complex (1.5), obtained
after applying (3.2) the functor

N
AðWÞ

L2
aðWÞ, remains exact and the boundary operator d1

has closed range.

For this, we ‘‘glue’’ together local resolutions of coker A with the aid of Cartan’s
lemma of invertible matrices, as originally explained in [10], or in [30]. For points close to
the boundary of W, such a resolution exists by the local freeness assumption, while in the
interior, in neighborhoods of the points where the rank of the matrix A may jump, they
exist by Douady’s privilege on polydiscs. This proves that the Hilbert analytic module
N ¼ coker

�
A : L2

aðWÞp ! L2
aðWÞq� is privileged with respect to the Bergman space.

As for assertion (c), we simply remark that it is equivalent to the injectivity of the re-
striction map

coker
�
A : L2

aðWÞp ! L2
aðWÞq

�
! coker

�
A : OðWÞp ! OðWÞq

�
:

The last co-kernel is always Hausdor¤ in the natural quotient topology as the global sec-
tion space of a coherent analytic sheaf.

The only place in the proof where the convexity of W is needed, is to ensure that, if the
resolution (1.5) exists, then the induced complex at the level of sheaf models (cf. [19])

0 ! cL2
aL2
aðWÞ

np

!dp � � � ! cL2
aL2
aðWÞ

n1

!d1 cL2
aL2
aðWÞ

n0

! N̂N ! 0

is exact. For a proof see [30]. r

Remark 3.1. It is worth mentioning that for non-smooth domains W in Cm the
above result is not true. For instance AðWÞ-privilege for a poly-domain W was fully char-
acterized by Douady [10]. On the other hand, even for smooth boundaries, the privilege
with respect to the Fréchet algebra OðWÞXCyðWÞ seems to be quite intricate and definitely
di¤erent than the Bergman space or disk algebra privileges, as indicated by an observation
of Amar [1].
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Corollary 3.2. Coker½ðj1; . . . ; jpÞ : L2
aðWÞp ! L2

aðWÞ� is privileged if and only if the

analytic functions ðj1; . . . ; jpÞ have no common zero on the boundary.

Proof. No common zero of the functions j1; . . . ; jp lies on the boundary of W.
Therefore, the matrix ðj1; . . . ; jpÞ is of full rank 1 on the boundary of W. r

For many Hilbert modules of finite rank such as the Hardy space on W, the result
given above, remains true ([9], [10]).

Since the restriction to an open subset W0 LW does not change the equivalence class
of a module in B1ðWÞ, we can always assume, without loss of generality, that the domain W
is pseudoconvex in our context. For w0 A W, the m-tuple ðz1 � w01; . . . ; zm � w0mÞ has no
common zero on the boundary of W. We have pointed out, in Section 1, that if for f A M

the equation f ¼
Pm
i¼1

ðzi � w0iÞ fi admits a solution ð f1; . . . ; fmÞ in OðWÞm and if the mod-

ule M is privileged, then the solution is in Mm. This shows that f A Mðw0Þ. Thus for Hilbert
modules which are privileged, we have

Kfminimal generators for SM
w g ¼ dim ker DðM�wÞ� :

In accordance with the terminology of local spectral theory, see [19], we isolate the
following observation.

Corollary 3.3. Assume that the analytic module N ¼ coker
�
A : L2

aðWÞp ! L2
aðWÞq�

is Hausdor¤, where A and W are as in the theorem. Then N is a Hilbert analytic quasi-

coherent module, and for every Stein open subset U of Cm, the associated sheaf model is

N̂NðUÞ ¼ OðUÞ n̂nAðWÞN ¼ coker
�
A : HðUÞp ! HðUÞq

�
¼ coker

�
z � w : OðUÞ n̂nNm ! OðUÞ n̂nN

�
;

where H denotes the sheaf model of the Bergman space.

Remark 3.4. We recall that (see [19])

HðUÞ ¼ f f A OðU XWÞ : k f k2;K < y; K compact in Ug:

Since HjW ¼ OjW we infer that the restriction N̂NjW is a coherent sheaf, with finite free
resolution

0 ! Ojnp

W !dp � � � ! Ojn1

W !d1
Ojn0

W ! N̂NjW ! 0:

3.2. Coincidence of sheaf models. Besides the expected relaxations of the main result
above, for instance from convex to pseudoconvex domains, a natural problem to consider
at this stage is the classification of the analytic Hilbert modules

N ¼ coker
�
A : L2

aðWÞp ! L2
aðWÞq

�
appearing in the Theorem 1.8 above. This question fits into the framework of quasi-free
Hilbert modules introduced in [12]. That the resulting parameter space is wild, there is no
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doubt, as all Artinian modules M (over the polynomial algebra) supported by a fix point
w0 A W enter into our discussion. Specifically, we can take

M ¼ coker
�
ðj1; . . . ; jpÞ : L2

aðWÞp ! L2
aðWÞ

�
;

where j1; . . . ; jp are polynomials with the only common zero fw0g. Then in virtue of The-
orem 1.8, the analytic module M is finite dimensional and privileged with respect to the
Bergman space L2

aðWÞ. An algebraic reduction of the classification of all finite co-dimension
analytic Hilbert modules of the Bergman space associated of a smooth, strictly convex do-
main can be found in [28], [29].

In order to better relate the Cowen–Douglas theory to the above framework, we con-
sider together with the map

A : L2
aðWÞp ! L2

aðWÞq

whose cokernel was supposed to be Hausdor¤, the dual, anti-analytic map

A� : L2
aðWÞq ! L2

aðWÞp:

It is the linear system, in the terminology of Grothendieck [31] or [21], with its associated
Hermitian structure induced from the embedding into Bergman space,

ker A�ðzÞHL2
aðWÞq; z A W;

which was initially considered in Operator Theory, see [15].

Traditionally one works with the torsion-free module

M ¼ ran
�
A : L2

aðWÞp ! L2
aðWÞq�;

rather than the cokernel N studied in the previous section. A short exact sequence relates
the two modules:

0 ! M ! L2
aðWÞq ! N ! 0:

Proposition 3.5. Assume, in the conditions of Theorem 1.8, that the range M of the

module map A is closed. Then M is an analytic Hilbert quasi-coherent module, with associ-

ated sheaf model

M̂MðUÞ ¼ ran
�
A : HðUÞp ! HðUÞq

�
;

for every Stein open subset U of Cm.

In particular, for every point w0 A W, there are finitely many elements

g1; . . . ; gd A MHL2
aðWÞq;

such that the stalk M̂Mw0
coincides with the Ow0

-module generated in Oq
w0

by g1; . . . ; gd.
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Proof. The first assertion follows from the main result of the previous section and
the yoga of quasi-coherent sheaves. In particular, we obtain an exact complex of coherent
analytic sheaves

0 ! M̂MjW ! On
W ! N̂NjW ! 0:

For the proof of the second assertion, recall that the quasi-coherence of M yields a
finite presentation, derived from the associated Koszul complex

Om
w0
n̂nM !z�w

Ow0
n̂nM ! M̂Mw0

! 0:

By evaluating the presentation at w ¼ w0, we obtain the exact complex

Mm !z�w0
M ! M̂Mðw0Þ ! 0:

Above we denote by w ¼ ðw1; . . . ;wmÞ the m-tuple of local coordinates in the ring Ow0
,

while z ¼ ðz1; . . . ; zmÞ stands for the m-tuple of coordinate functions in the base space of
the Hilbert module L2

aðWÞ.

By coherence, dim M̂Mðw0Þ < y, and it remains to choose the d-tuple of elements
g ¼ ðg1; . . . ; gdÞ as a basis of the ortho-complement of ranðz � w0 : Mm ! MÞ. Then the
map

Om
w0
n̂n ðMlCdÞ z�w;g���! Ow0

n̂nM

is onto. Consequently, the functions g1; . . . ; gd generate M̂Mw0
as a submodule of Oq

w0
. As a

matter of fact the same functions will generate M̂Mw for all points w belonging to a neighbor-
hood of w0. r

Corollary 3.6. Under the assumptions of the proposition, the restriction to W of the

sheaf model M̂M ¼ dran A coincides with the analytic subsheaf of Oq generated by all functions

f jW, f A M.

The dual picture emerges easily: let w0 be a fixed point of W, under the assumptions
of Theorem 1.8, the map Aw0

ðzÞ :¼ ðz1 � w01; . . . ; zm � w0mÞ : Mm ! M has finite dimen-
sional cokernel. Choose a basis v1; . . . ; vl of ker Aw0

ðzÞ� and denote by Pw the orthogonal
projection onto ker AwðzÞ�. Then for w belonging to a small enough open neighborhood W0

of w0, the elements Pwðv1Þ; . . . ;PwðvlÞ generate ker AwðzÞ� as a vector space, but they need
not remain linearly independent on W0. Nevertheless, starting with a module M in B1ðWÞ,
we have established the existence of a holomorphic Hermitian vector bundle EM on W�

0 (in
Subsection 2.4).

4. Examples

4.1. The (l, m) examples. Let M and ~MM be two Hilbert modules in B1ðWÞ and I, J
be two ideals in C½z�. Let MI :¼ ½I�LM (resp. ~MMJ :¼ ½J�H ~MM) denote the closure of I
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in M (resp. closure of J in ~MM). Also assume that every algebraic component of VðIÞ
and VðJÞ intersects W and their dimension is at most m � 2. It is then not hard to see
that MI and ~MMJ are equivalent then I ¼ J following the argument in the proof of [2],
Theorem 2.10, and using the characteristic space theory of [5], Chapter 2 (see [3]).

Although this assertion may appear to be slightly more general than the rigidity the-
orem of [16], Theorem 3.3, we believe the proof of Theorem 3.3 from [16] works in this case
as well.

Assume M and ~MM are minimal extensions of the two modules MI and ~MMI respec-
tively and that MI is equivalent to ~MMI. We ask if these assumptions force the exten-
sions M and ~MM to be equivalent. The answer for a class of examples is given below.

For l; m > 0, let H ðl;mÞðD2Þ be the reproducing kernel Hilbert space on the bi-disc de-
termined by the positive definite kernel

K ðl;mÞðz;wÞ ¼ 1

ð1 � z1w1Þlð1 � z2w2Þm
; z;w A D2:

As is well known, H ðl;mÞðD2Þ is in B1ðD2Þ. Let I be the maximal ideal in C½z1; z2� of

polynomials vanishing at ð0; 0Þ. Let H
ðl;mÞ
0 ðD2Þ :¼ ½I �. For any other pair of positive num-

bers l 0, m 0, we let H
ðl 0;m 0Þ
0 ðD2Þ denote the closure of I in the reproducing kernel Hilbert

space H ðl 0;m 0ÞðD2Þ. Let K ðl 0;m 0Þ denote the corresponding reproducing kernel. The modules
H

ðl;mÞ
0 ðD2Þ and H

ðl 0;m 0Þ
0 ðD2Þ are in B1

�
D2nfð0; 0Þg

�
but not in B1ðD2Þ. So, there is no easy

computation to determine when they are equivalent. We compute the curvature, at ð0; 0Þ,
of the holomorphic Hermitian bundle P and ~PP of rank 2 corresponding to the modules
H

ðl;mÞ
0 ðD2Þ and H

ðl 0;m 0Þ
0 ðD2Þ respectively. The calculation of the curvature shows that if

these modules are equivalent then l ¼ l 0 and m ¼ m 0, that is, the extensions H ðl;mÞðD2Þ
and H ðl 0;m 0ÞðD2Þ are then equal.

Since H
ðl;mÞ
0 ðD2Þ :¼ f f A H ðl;mÞðD2Þ : f ð0; 0Þ ¼ 0g, the corresponding reproducing

kernel K
ðl;mÞ
0 is given by the formula

K
ðl;mÞ
0 ðz;wÞ ¼ 1

ð1 � z1w1Þlð1 � z2w2Þm
� 1; z;w A D2:

The set fzm
1 zn

2 : m; nf 0; ðm; nÞ3 ð0; 0Þg forms an orthogonal basis for H
ðl;mÞ
0 ðD2Þ.

Also

hzl
1zk

2 ;M �
1 zmþ1

1 i ¼ hzlþ1
1 zk

2 ; z
mþ1
1 i ¼ 0;

unless l ¼ m, k ¼ 0 and m > 0. In consequence,

hzm
1 ;M

�
1 zmþ1

1 i ¼ hzmþ1
1 ; zmþ1

1 i ¼ 1

ð�1Þmþ1 �l

m þ 1

� � ¼
ð�1Þm �l

m

� �
ð�1Þmþ1 �l

m þ 1

� � hzm
1 ; zm

1 i:
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Then

zl
1zk

2 ;M
�
1 zmþ1

1 � m þ 1

lþ m
zm

1

� �
¼ 0 for all l; k f 0; ðl; kÞ3 ð0; 0Þ;

where
�l

m

� �
¼ ð�1Þm lðlþ 1Þ � � � ðlþ m � 1Þ

m!
. Now, hzl

1zk
2 ;M

�
1 z1i ¼ hzlþ1

1 zk
2 ; z1i ¼ 0,

l; k f 0 and ðl; kÞ3 ð0; 0Þ. Therefore, we have

M �
1 zmþ1

1 ¼
m þ 1

lþ m
zm

1 ; m > 0;

0; m ¼ 0:

8<:
Similarly,

M �
2 znþ1

2 ¼
n þ 1

lþ n
zn

1 ; n > 0;

0; n ¼ 0:

8<:
We easily verify that hzl

1zk
2 ;M

�
2 zmþ1

1 i ¼ hzl
1zkþ1

2 ; zmþ1
1 i ¼ 0. Hence M �

2 zmþ1
1 ¼ 0 ¼ M �

1 znþ1
2

for m; nf 0. Finally, calculations similar to the one given above, show that

M �
1 zmþ1

1 znþ1
2 ¼ m þ 1

lþ m
zm

1 znþ1
2 and M �

2 zmþ1
1 znþ1

2 ¼ n þ 1

mþ n
zmþ1

1 zn
2 ; m; nf 0

Therefore we have

ðM1M �
1 þ M2M �

2 Þ :

zmþ1
1 7! m þ 1

lþ m
zmþ1

1 for m > 0;

znþ1
2 7! n þ 1

mþ n
znþ1

2 for n > 0;

zmþ1
1 znþ1

2 7! m þ 1

lþ m
þ n þ 1

mþ n

� �
zmþ1

1 znþ1
2 for m; nf 0;

z1; z2 7! 0:

8>>>>>>>>>><>>>>>>>>>>:
Also, since DM �f ¼ ðM �

1 f ;M �
2 f Þ, we have

DM � :

zmþ1
1 7! m þ 1

lþ m
zm

1 ; 0

� �
for m > 0;

znþ1
2 7! 0;

n þ 1

mþ n
zn

2

� �
for n > 0;

zmþ1
1 znþ1

2 7! m þ 1

lþ m
zm

1 znþ1
2 ;

n þ 1

mþ n
zmþ1

1 zn
2

� �
for m; nf 0;

z1; z2 7! ð0; 0Þ:

8>>>>>>>>>>><>>>>>>>>>>>:
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It is easy to calculate VMð0Þ and QMð0Þ (see Subsection 2.4) and show that

VMð0Þ :

zmþ1
1 7!

ffiffiffiffiffiffiffiffiffiffiffiffi
m þ 1

lþ m

r
ðzm

1 ; 0Þ for m > 0;

znþ1
2 7!

ffiffiffiffiffiffiffiffiffiffiffi
n þ 1

mþ n

s
ð0; zn

2Þ for n > 0;

zmþ1
1 znþ1

2 7! 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m þ 1

lþ m
þ n þ 1

mþ n

s m þ 1

lþ m
zm

1 znþ1
2 ;

n þ 1

mþ n
zmþ1

1 zn
2

� �
for m; nf 0;

z1; z2 7! ð0; 0Þ;

8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
while

QMð0Þ :

zmþ1
1 7! 1ffiffiffiffiffiffiffiffiffiffiffiffi

m þ 1

lþ m

r zmþ1
1 for m > 0;

znþ1
2 7! 1ffiffiffiffiffiffiffiffiffiffiffi

n þ 1

mþ n

s znþ1
2 for n > 0;

zmþ1
1 znþ1

2 7! 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m þ 1

lþ m
þ n þ 1

mþ n

s zmþ1
1 znþ1

2 for m; nf 0;

z1; z2 7! 0:

8>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>:
Now for w A Dð0; eÞ,

Pðw; 0Þ ¼
�
I � RMð0ÞDw

��1
Pker DM � ¼

Py
n¼0

�
RMð0ÞDw

�n
Pker DM � ;

where RMð0Þ ¼ QMð0ÞVMð0Þ�. The vectors z1 and z2 form a basis for ker DM � and there-
fore define a holomorphic frame:

�
Pðw; 0Þz1;Pðw; 0Þz2

�
. Recall that

Pðw; 0Þz1 ¼
Py
n¼0

�
RMð0ÞDw

�n
z1 and Pðw; 0Þz2 ¼

Py
n¼0

�
RMð0ÞDw

�n
z2.

To describe these explicitly, we calculate
�
RMð0ÞDw

�
z1 and

�
RMð0ÞDw

�
z2:

�
RMð0ÞDw

�
z1 ¼ RMð0Þðw1; z1; w2z2Þ

¼ w1RMð0Þðz1; 0Þ þ w2RMð0Þð0; z2Þ

¼ w1QMð0ÞVMð0Þ�ðz1; 0Þ þ w2QMð0ÞVMð0Þ�ð0; z2Þ:
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We see that

VMð0Þ�ðz1; 0Þ ¼
P

l;kf0; ðl;kÞ3ð0;0Þ
VMð0Þ�ðz1; 0Þ;

zl
1zk

2

kzl
1zk

2 k

� �
zl

1zk
2

kzl
1zk

2k
:

Therefore,

hVMð0Þ�ðz1; 0Þ; zl
1zk

2i ¼ hðz1; 0Þ;VMð0Þðzl
1zk

2 Þi; l; k f 0; ðl; kÞ3 ð0; 0Þ:

From the explicit form of VMð0Þ, it is clear that the inner product given above is 0 unless
l ¼ 2, k ¼ 0. For l ¼ 2, k ¼ 0, we have

hðz1; 0Þ;VMð0Þz2
1i ¼

ffiffiffiffiffiffiffiffiffiffiffi
2

lþ 1

r
kz1k2 ¼

ffiffiffiffiffiffiffiffiffiffiffi
2

lþ 1

r
1

l
:

Hence

VMð0Þ�ðz1; 0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi

2

lþ 1

r
1

l

z2
1

kz2
1k

2
¼

ffiffiffiffiffiffiffiffiffiffiffi
2

lþ 1

r
1

l

lðlþ 1Þ
2

z2
1 ¼

ffiffiffiffiffiffiffiffiffiffiffi
lþ 1

2

r
z2

1 :

Again, to calculate VMð0Þ�ð0; z1Þ, we note that hVMð0Þ�ð0; z1Þ; zl
1zk

2i is 0 unless l ¼ 1,
m ¼ 1. For l ¼ 1, m ¼ 1, we have

hVMð0Þ�ð0; z1Þ; z1z2i ¼ hð0; z1Þ;VMð0Þz1z2i

¼ 1ffiffiffiffiffiffiffiffiffiffiffi
1

l
þ 1

m

s 1

l
z2;

1

m
z1

� �
; ð0; z1Þ

* +

¼ 1ffiffiffiffiffiffiffiffiffiffiffi
1

l
þ 1

m

s 1

m
kz1k2 ¼ 1ffiffiffiffiffiffiffiffiffiffiffi

1

l
þ 1

m

s 1

lm
:

Thus

VMð0Þ�ð0; z1Þ ¼ hVMð0Þ�ð0; z1Þ; z1z2i
z1z2

kz1z2k2
¼ 1ffiffiffiffiffiffiffiffiffiffiffi

1

l
þ 1

m

s z1z2:

Since

QMð0Þz2
1 ¼

ffiffiffiffiffiffiffiffiffiffiffi
lþ 1

2

r
z2

1 ;

QMð0Þz1z2 ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
1

l
þ 1

m

s z1z2;

QMð0Þz2
2 ¼

ffiffiffiffiffiffiffiffiffiffiffi
mþ 1

2

r
z2

2 ;
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it follows that

RMð0ÞDwz1 ¼ w1
lþ 1

2
z2

1 þ w2
lm

lþ m
z1z2:

Similarly, we obtain the formula

RMð0ÞDwz2 ¼ w1
lm

lþ m
z1z2 þ w2

mþ 1

2
z2

2 :

We claim that ��
RMð0ÞDw

�m
zi;
�
RMð0ÞDw

�n
zj

�
¼ 0 for all m3 n and i; j ¼ 1; 2:ð4:1Þ

This makes the calculation of

hðw;wÞ ¼
��
hPðw; 0Þzi;Pðw; 0Þzji

��
1ei; je2

; w A U HD2;

which is the Hermitian metric for the vector bundle P, on some small open set U LD2

around ð0; 0Þ, corresponding to the module H
ðl;mÞ
0 ðD2Þ, somewhat easier.

We will prove the claim by showing that
�
RMð0ÞDw

�n
zi consists of terms of degree

n þ 1. For this, it is enough to calculate VMð0Þ�ðzl
1zk

2 ; 0Þ and VMð0Þ�ð0; zl
1zk

2 Þ for di¤erent
l; k f 0 such that ðl; kÞ3 ð0; 0Þ. Calculations similar to that of VMð0Þ� show that

VMð0Þ�ðzm
1 ; 0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
lþ m

m þ 1

r
zmþ1

1 ; VMð0Þ�ð0; zn
2Þ ¼

ffiffiffiffiffiffiffiffiffiffiffi
mþ n

n þ 1

r
znþ1

2

and

VMð0Þ�ðzm
1 znþ1

2 ; 0Þ ¼ VMð0Þ�ð0; zmþ1
1 zn

2 Þ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m þ 1

mþ n
þ n þ 1

mþ n

s zmþ1
1 znþ1

2 :

Recall that
�
RMð0ÞDw

�
zi is of degree 2. From the equations given above, inductively, we

see that
�
RMð0ÞDw

�n
zi is of degree n þ 1. Since monomials are orthogonal in H ðl;mÞðD2Þ,

the proof of claim (4.1) is complete. We then have

Pðw; 0Þz1 ¼ z1 þ w1
lþ 1

2
z2

1 þ w2
lm

lþ m
z1z2 þ

Py
n¼2

�
RMð0ÞDw

�n
z1

and

Pðw; 0Þz2 ¼ z2 þ w1
lm

lþ m
z1z2 þ w2

mþ 1

2
z2

2 þ
Py
n¼2

�
RMð0ÞDw

�n
z2:

Putting all of this together, we see that

hðw;wÞ ¼ l 0

0 m

� �
þ
P

aIJwI wJ ;

where the sum is over all multi-indices I , J satisfying jI j; jJj > 0 and wI ¼ wi1
1 wi2

2 ,

wJ ¼ w
j1
1 w

j2
2 . The metric h is (almost) normalized at ð0; 0Þ, that is, hðw; 0Þ ¼ l 0

0 m

� �
. The
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metric h0 obtained by conjugating the metric h by the invertible (constant) linear transfor-

mation

ffiffiffi
l

p
0

0
ffiffiffi
m

p

 !
induces an equivalence of holomorphic Hermitian bundles. The vec-

tor bundle P equipped with the Hermitian metric h0 has the additional property that the
metric is normalized: h0ðw; 0Þ ¼ I . The coe‰cient of dwi5dwj, i; j ¼ 1; 2, in the curvature
of the holomorphic Hermitian bundle P at ð0; 0Þ is then the Taylor coe‰cient of wi wj in the
expansion of h0 around ð0; 0Þ (cf. [35], Lemma 2.3).

Thus the normalized metric h0ðw;wÞ, which is real analytic, is of the form

h0ðw;wÞ ¼ lhPðw; 0Þz1;Pðw; 0Þz1i
ffiffiffiffiffiffi
lm

p
hPðw; 0Þz1;Pðw; 0Þz2iffiffiffiffiffiffi

lm
p

hPðw; 0Þz2;Pðw; 0Þz1i mhPðw; 0Þz2;Pðw; 0Þz2i

 !

¼ I þ

lþ 1

2
jw1j2 þ

l2m

ðlþ mÞ2
jw2j2

1ffiffiffiffiffiffi
lm

p lm

lþ m

� �2

w1w2

1ffiffiffiffiffiffi
lm

p lm

lþ m

� �2

w2w1
lm2

ðlþ mÞ2
jw1j2 þ

mþ 1

2
jw2j2

0BBBB@
1CCCCAþ Oðjwj3Þ;

where Oðjwj3Þi; j is of degreef 3. Explicitly, it is of the form

Py
n¼2

��
RMð0ÞDw

�n
zi;
�
RMð0ÞDw

�n
zj

�
:

The curvature at ð0; 0Þ, as pointed out earlier, is given by qqh0ð0; 0Þ. Consequently, if

H
ðl;mÞ
0 ðD2Þ and H

ðl 0;m 0Þ
0 ðD2Þ are equivalent, then the corresponding holomorphic Hermitian

vector bundles P and ~PP of rank 2 must be equivalent. Hence their curvatures, in particular,
at ð0; 0Þ, must be unitarily equivalent. The curvature for P at ð0; 0Þ is given by the 2 � 2
matrices

lþ 1

2
0

0
lm2

ðlþ mÞ2

0BBB@
1CCCA;

0
1ffiffiffiffiffiffi
lm

p lm

lþ m

� �2

0 0

0B@
1CA;

0 0

1ffiffiffiffiffiffi
lm

p lm

lþ m

� �2

0

0B@
1CA;

l2m

ðlþ mÞ2
0

0
mþ 1

2

0BBB@
1CCCA:

The curvature for ~PP has a similar form with l 0 and m 0 in place of l and m respectively. All
of them are to be simultaneously equivalent by some unitary map. The only unitary that
intertwines the 2 � 2 matrices

0
1ffiffiffiffiffiffi
lm

p lm

lþ m

� �2

0 0

0B@
1CA and

0
1ffiffiffiffiffiffiffiffi
l 0m 0

p l 0m 0

l 0 þ m 0

� �2

0 0

0B@
1CA
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is aI with jaj ¼ 1. Since this fixes the unitary intertwiner, we see that the 2 � 2 matrices

lþ 1

2
0

0
lm2

ðlþ mÞ2

0BBB@
1CCCA and

l 0 þ 1

2
0

0
l 0m 02

ðl 0 þ m 0Þ2

0BBB@
1CCCA

must be equal. Hence we have
lþ 1

2
¼ lþ 1

2
, that is l ¼ l 0. Consequently,

lm2

ðlþ mÞ2
¼ l 0m 02

ðl 0 þ m 0Þ2
gives

m2

ðlþ mÞ2
¼ m 02

ðlþ m 0Þ2

and then

ðm� m 0Þfl2ðmþ m 0Þ þ 2lmm 0g ¼ 0:

We then have m ¼ m 0. Therefore, H
ðl;mÞ
0 ðD2Þ and H

ðl 0;m 0Þ
0 ðD2Þ are equivalent if and only if

l ¼ l 0 and m ¼ m 0.

We describe below, a second family of examples of Hilbert modules in the class
B1ðD2Þ which are shown to be inequivalent. For this, we use a somewhat di¤erent unitary
invariant which is relatively easy to compute.

4.2. The (n, k) examples. For a fixed natural number j, let Ij be the polynomial
ideal generated by the set fzn

1 ; z
kj

1 z
n�kj

2 g, kj 3 0. Let Mj be the closure of Ij in the Hardy
space H 2ðD2Þ. We claim that M1 and M2 are inequivalent as Hilbert modules unless
k1 ¼ k2. From Lemma 2.3, it follows that both the modules M1 and M2 are in B1ðD2nX Þ,
where X :¼ fð0; zÞ : jzj < 1g is the zero set of the ideal Ij, j ¼ 1; 2. However, there is a
holomorphic Hermitian line bundle corresponding to these modules on the projectivization
of D2nX at ð0; 0Þ (cf. [14], p. 264). Following the proof of [14], Theorem 5.1, we see that if
these modules are assumed to be equivalent, then the corresponding line bundles they de-
termine must also be equivalent. This leads to contradiction unless k1 3 k2.

Suppose L : M1 ! M2 is given to be a unitary module map. Let Kj, j ¼ 1; 2, be
the corresponding reproducing kernel. By our assumption, the localizations of the mod-
ules, MjðwÞ at the point w A D2nX are one dimensional and spanned by the correspond-
ing reproducing kernel Kj, j ¼ 1; 2. Since L intertwines module actions, it follows that
M �

f LK1ð�;wÞ ¼ f ðwÞLK1ð�;wÞ. Hence,

LK1ð�;wÞ ¼ gðwÞK2ð�;wÞ; for w B X :ð4:2Þ

We conclude that g must be holomorphic on D2nX since both LK1ð�;wÞ and K2ð�;wÞ are
anti-holomorphic in w. For j ¼ 1; 2, let Ej be the holomorphic line bundle on P1 whose
section on the a‰ne chart U ¼ fw1 3 0g is given by

sjðyÞ ¼ lim
w!0;

w2
w1
¼y

Kjðz;wÞ
wn

1

¼ zn
1 wn

1 þ z
kj

1 z
n�kj

2 w
kj

1 w
n�kj

2 þ higher order terms

wn
1

¼ zn
1 þ yn�kj z

kj

1 z
n�kj

2 :
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Consider the co-ordinate change ðw1;w2Þ ! ðr; yÞ where w1 ¼ r and w2 ¼ ry on D2nX .
Note that

lim
w2
w1
¼y;w!0

jgðr; yÞj2 ¼ 1 þ jyn�k1 j2

1 þ jyn�k2 j2
:ð4:3Þ

gðr; yÞ has a finite limit at ð0; yÞ, say gðyÞ. Then from (4.2), and the expression of sjðyÞ, by a
limiting argument, we find that Ls1ðyÞ ¼ gðyÞs2ðyÞ. The unitarity of the map L implies that

kLs1ðyÞk2 ¼ jgðyÞj2ks2ðyÞk2

and consequently the bundles Ej determined by Mj, j ¼ 1; 2, on P1 are equivalent. We now
calculate the curvature to determine when these line bundles are equivalent. Since the
monomials are orthonormal, we note that the square norm of the section is given by

ks1ðyÞk2 ¼ 1 þ jyj2ðn�kjÞ:

Consequently the curvature (actually coe‰cient of the ð1; 1Þ form dy5dy) of the line
bundle on the a‰ne chart U is given by

KjðyÞ ¼ �qyqy logks1ðyÞk2 ¼ �qyqy logð1 þ jyj2ðn�kjÞÞ

¼ �qy
ðn � kjÞyðn�kjÞy

ðn�kj�1Þ

1 þ jyj2ðn�kjÞ

¼ � ðn � kjÞ2jyj2ðn�kj�1Þf1 þ jyj2ðn�kjÞg � ðn � kjÞ2jyj2ðn�kjÞjyj2ðn�kj�1Þ

f1 þ jyj2ðn�kjÞg2

¼ �ðn � kjÞ2jyj2ðn�kj�1Þ

f1 þ jyj2ðn�kjÞg2
:

So if the bundles are equivalent on P1, then K1ðyÞ ¼ K2ðyÞ for y A U , and we obtain

ðn � k1Þ2fjyj2ðn�k1�1Þ þ 2jyj2ðn�k2Þjyj2ðn�k1�1Þ þ jyj4ðn�k2Þjyj2ðn�k1�1Þg

� ðn � k2Þ2fjyj2ðn�k2�1Þ þ 2jyj2ðn�k1Þjyj2ðn�k2�1Þ þ jyj4ðn�k1Þjyj2ðn�k2�1Þg ¼ 0:

Since the equation given above must be satisfied by all y corresponding to the a‰ne
chart U , it must be an identity. In particular, the coe‰cient of jyj2fðn�k1Þþðn�k2Þ�1g must
be 0 implying ðn � k1Þ2 ¼ ðn � k2Þ2, that is, k1 ¼ k2. Hence M1 and M2 are always inequiv-
alent unless they are equal.
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