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AN hp-LOCAL DISCONTINUOUS GALERKIN METHOD
FOR SOME QUASILINEAR ELLIPTIC BOUNDARY VALUE

PROBLEMS OF NONMONOTONE TYPE

THIRUPATHI GUDI, NEELA NATARAJ, AND AMIYA K. PANI

Abstract. In this paper, an hp-local discontinuous Galerkin method is ap-
plied to a class of quasilinear elliptic boundary value problems which are of
nonmonotone type. On hp-quasiuniform meshes, using the Brouwer fixed point
theorem, it is shown that the discrete problem has a solution, and then using
Lipschitz continuity of the discrete solution map, uniqueness is also proved. A
priori error estimates in broken H1 norm and L2 norm which are optimal in
h, suboptimal in p are derived. These results are exactly the same as in the
case of linear elliptic boundary value problems. Numerical experiments are
provided to illustrate the theoretical results.

1. Introduction

In recent years, greater attention has been paid on the application of the discon-
tinuous Galerkin (DG) methods to a wide range of partial differential equations.
This is due to their flexibility in locally mesh adaption and their local conservation
properties. Since these methods deal with discontinuous finite element spaces, it is
easy to allow hanging nodes in the mesh, which is an advantage for the adaptive
methods. In literature, there are various DG formulations which have appeared for
the elliptic problems; see [3]. The local discontinuous Galerkin (LDG) method is
originally initiated for a system of first order hyperbolic problems. The method is
carried to elliptic problems for mixed discontinuous Galerkin formulation; see [9].
In [9], the authors discussed stability and order of convergence of the LDG method
applied to the Laplace equation. In [7], the LDG method is applied to a quasilinear
elliptic problem of the following type:

−∇ · a(·,∇u) = f in Ω(1.1)

with mixed boundary conditions, where a is uniformly monotone. Under the as-
sumption that the nonlinear operator induced by a is monotone, it is shown in
[7] that the primal form of the LDG method is monotone. Then, existence of an
approximate solution for the LDG method is proved and a priori error estimates of
the h-version are derived. In [12], a one parameter family of discontinuous Galerkin
methods which are parametrized by θ ∈ [−1, 1] is applied to (1.1) and a priori er-
ror estimates which are optimal in h and suboptimal in p are derived in broken
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H1 norm. A new mixed local discontinuous Galerkin method is proposed and an-
alyzed in [8] for a class of nonlinear quasi-Newtonian Stokes fluids in which the
nonlinearity is assumed to be monotone. In [11], a nonsymmetric interior penalty
Galerkin method is applied and analyzed for a class of problems in which nonlinear
convection and linear diffusion is considered.

We note that for nonmonotone nonlinear elliptic problems of the following type:

−∇ · (a(x, u)∇u) = f in Ω,(1.2)
u = g on ∂Ω,(1.3)

where 0 < α ≤ a(x, u) ≤ M , it is difficult to extend the analysis of [7] or [12].
Therefore, an attempt has been made in this paper to study the LDG method for
the problem (1.2)-(1.3). We assume that Ω is a bounded convex polygon in R

2

with boundary ∂Ω, and there exist positive constants α, M such that 0 < α ≤
a(x, u) ≤ M , a(·, ·) is a twice continuously differentiable function in Ω̄ × R and
all the derivatives of a(·, ·) through second order are bounded in Ω̄ × R. Further,
assume that f ∈ L2(Ω), g can be extended to Ω to be in H2(Ω) and there exists a
unique weak solution u of (1.2) -(1.3) such that u ∈ H2(Ω)∩W 1,∞(Ω). The results
of this paper will be valid for nonlinear a(·, ·) provided a(·, ·) and its derivatives au,
auu are bounded above in a neighbourhood of u (see Remark 3.2). For notational
convenience, we write a(x, u) simply as a(u) in the rest of this paper.

In this paper, an hp-LDG method is applied to the problem (1.2)-(1.3) and error
estimates which are optimal in h and slightly suboptimal in p are derived. The
results proved in this paper are the same as in the linear case; see [18]. Assuming
hp-quasiuniformity condition on the mesh, existence of a solution to the discrete
problem is proved using the Brouwer fixed point theorem for small h (mesh size).
Moreover, the Lipschitz continuity of the discrete solution map shows the unique-
ness of the solution of the discrete problem. Note that the present analysis, in
general, cannot be applied to nonlinear problems of monotone type [7], [8], [12].
Therefore, the extension of the results to more general nonlinear problems which
include monotone types as in the above references is the subject of our current
research.

The rest of the article is organized as follows. In Section 2, preliminaries and
basic results are noted. Section 3 is devoted to the LDG method and a priori error
estimates. In Section 4, numerical experiments are conducted to illustrate the
theoretical results for two different nonlinear elliptic problems. Finally, in Section
5, the article is concluded with some possible extensions of our results.

2. Preliminaries

Let Th = {Ki : 1 ≤ i ≤ Nh} be a shape regular finite element subdivision of Ω,
where Ki is either a triangle or a rectangle. For a definition of shape regularity,
we refer to [10]. Let hi be the diameter of Ki and h = max{hi : 1 ≤ i ≤ Nh}. We
denote the set of interior edges of Th by ΓI = {eij : eij = ∂Ki ∩ ∂Kj , |eij | > 0}
and boundary edges by Γ∂ = {ei∂ : ei∂ = ∂Ki ∩ ∂Ω, |ei∂ | > 0}, where |ek| denotes
the one dimensional Euclidean measure. Let Γ = ΓI ∪Γ∂ . Note that our definition
of ek also includes hanging nodes along each side of the finite elements. On this
subdivision Th, we define the following broken Sobolev spaces:

V = {v ∈ L2(Ω) : v|Ki
∈ H1(Ki), for all Ki ∈ Th}
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and
W = {w ∈ (L2(Ω))2 : w|Ki

∈
(
H1(Ki)

)2
, for all Ki ∈ Th},

where H1(Ki) is the standard Sobolev space defined on Ki. The associated broken
norm and seminorm are defined, respectively, as

‖v‖H1(Ω,Th) =

(
Nh∑
i=1

‖v‖2
H1(Ki)

)1/2

and |v|H1(Ω,Th) =

(
Nh∑
i=1

|v|2H1(Ki)

)1/2

.

We denote the L2 norm by ‖.‖.
Let ek ∈ ΓI , that is, ek = ∂Ki ∩ ∂Kj for some i and j. Let νi and νj be the

outward normals to the boundary ∂Ki and ∂Kj , respectively. On ek, we now define
the jump and average of v ∈ V as

[v] = v|Ki
νi + v|Kj

νj , {v} =
v|Ki

+ v|Kj

2
,

and the jump and average of w ∈ W as

[w] = w|Ki
· νi + w|Kj

· νj , {w} =
w|Ki

+ w|Kj

2
.

In case ek ∈ Γ∂ , that is, there exists Ki such that ek = ∂Ki ∩ ∂Ω, then set for
notational convenience, the jump and average of v ∈ V as

[v] = v|Ki∩∂Ων, {v} = v|Ki∩∂Ω,

and the jump and average of w ∈ W as

[w] = w|Ki∩∂Ω · ν, {w} = w|Ki∩∂Ω,

where ν is the outward normal to the boundary ∂Ω. For w ∈ W, we denote
w2 = w · w. Let Ppi(Ki) be the space of polynomials of total degree less than or
equal to pi on each triangle Ki ∈ Th and Qpi

(Ki) be the space of polynomials of
degree less than or equal to pi in each variable which are defined on the rectangles
Ki ∈ Th. The discontinuous finite element spaces are considered as

Vh = {vh ∈ L2(Ω) : vh|Ki
∈ Zpi(Ki)}

and
Wh = {wh ∈ (L2(Ω))2 : wh|Ki

∈ Zpi(Ki)2},
where pi ≥ 1 and Zpi(Ki) is either Ppi(Ki) or Qpi(Ki). For any ek ∈ ΓI , there are
two elements Ki and Kj such that ek = ∂Ki ∩ ∂Kj . We associate hk and pk to ek,
where pk is either pi or pj and hk is either hi or hj . For ek ∈ Γ∂ , since there is one
element Ki such that ek = ∂Ki ∩ ∂Ω, we write pk = pi and hk = hi .

Assumption (P).
(1) The finite element subdivision Th satisfies the bounded local variation in the

sense that if |∂Ki ∩ ∂Kj | > 0, for any Ki and Kj ∈ Th, then there exists a
constant κ independent of hi and hj such that

hi

hj
≤ κ.

In particular, it implies that for any element Ki the number of neighboring
elements Kj ∈ Th such that |∂Ki ∩ ∂Kj | > 0 is bounded by Nκ uniformity.
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(2) The discontinuous finite element space Dp(Th) satisfies the following bound-
ed local variation : If |∂Ki ∩ ∂Kj | > 0, for any Ki and Kj ∈ Th, then there
exists a constant � independent of pi and pj such that

pi

pj
≤ � ,

where |.| denotes the one dimensional Euclidean measure.
Regular subdivision [10] and 1-irregular subdivision [16] are some examples of sub-
division Th of Ω satisfying the assumption P(i).

Assumption (Q) (hp-quasiuniformity, [16]). Along with the assumption (P),
we also assume that the subdivision Th and discontinuous space Dp(Th) satisfies
the following hp quasi-uniformity:(

max
1≤i≤Nh

hi

pi

)
≤ CQ

(
min

1≤i≤Nh

hi

pi

)
,(2.1)

where CQ is a positive constant which is independent of h and p.
Observe that under the assumption (2.1), the following holds:

(2.2)
(

max
1≤i≤Nh

pi

hi

)(
max

1≤i≤Nh

hi

pi

)
=

(
min

1≤i≤Nh

hi

pi

)−1 (
max

1≤i≤Nh

hi

pi

)
≤ CQ.

Finally, for v ∈ V , we define the following mesh dependent norm

|||v|||2 =

(
Nh∑
i=1

‖∇v‖2
L2(Ki)

+
∑

ek∈ΓI

∫
ek

p2
k

hk
[v]2ds

)
.

Approximation properties of the finite element spaces. Below, we state
without proof a lemma on some approximation properties.

Lemma 2.1. For φ ∈ H s(Ki)d , d = 1 , 2 , there exists a positive constant CA

(depending on s but independent of φ, pi and hi) and a sequence φh
p ∈ Zpi(Ki)d, pi =

1, 2, ..., such that:
(i) for any 0 ≤ l ≤ si,

‖φ − φh
p‖Hl(Ki)d ≤ CA

hµi−l
i

pi
si−l

‖φ‖Hsi (Ki)d ,

where µi = min(si, pi + 1);
(ii) for si > l + 1

2 ,

‖φ − φh
p‖Hl(ek)d ≤ CA

h
µi−l−1/2
i

p
si−l−1/2
i

‖φ‖Hsi (Ki)d ;

(iii) for 0 ≤ l ≤ si − 1 + 2/r,

‖φ − φh
p‖W l

r(Ki)d ≤ CA
h

µi−l−1+2/r
i

pi
si−l−1+2/r

‖φ‖Hsi (Ki)d .

The proof of properties (i) and (ii) can be found in [4]. Then using properties (1)
and (3) in Lemma 1 of [1] and rescaling, see [2], it is easy to derive the property
(iii). We now denote Ihφ = φh

p .
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Trace inequality. We shall use the following trace inequality on the finite element
spaces. For a proof, we refer to [19].

Lemma 2.2. Let vh ∈ Zpi(Ki)d, d = 1, 2. Then there exists a constant CT > 0
such that

‖∇lvh‖L2(ek)d ≤ CT pih
−1/2
i ‖∇lvh‖L2(Ki)d , l = 0, 1.(2.3)

Below, we state without proof a lemma on inverse inequality. For a proof, we refer
to [15, p.6], [5].

Lemma 2.3 (Inverse inequalities). Let vh ∈ Zpi(Ki)d, d = 1, 2. Then for r ≥ 2,
there exists a constant CI > 0 such that

‖vh‖Lr(Ki)d ≤ CIp
1−2/r
i h

(2/r−1)
i ‖vh‖L2(Ki)d , l = 0, 1.(2.4)

In this paper, we use the following version of Poincaré type inequalities on V. For
a proof, we refer to [6], [15].

Lemma 2.4 (Poincaré type inequalities). For v ∈ V , there exists a constant CP >
0 independent of h and v such that for 1 ≤ r < ∞

‖v‖Lr(Ω) ≤ CP |||v|||.

Lemma 2.5 (L2-projection Π). Let ψ ∈ Hs(Ki)2 and ψh = Πψ ∈ Zpi(Ki)2 be
the L2 projection of ψ onto Zpi(Ki). Then, the following approximation properties
hold:

‖ψ − ψh‖L2(Ki)2 +
h

1/2
i

pi
‖ψ − ψh‖L2(∂Ki)2 ≤ C

hµ
i

ps
i

‖ψ‖Hs(Ki)2

and

‖ψ − ψh‖L4(Ki)2 ≤ C
h

µ−1/2
i

p
s−1/2
i

‖ψ‖Hs(Ki)2 ,

where µ = min{s, pi + 1}.

Proof. First, inequality of the lemma follows from Lemma 2.1 and the trace in-
equality (2.3). For the estimate of ‖ψ−ψh‖L4(Ki)2 , we use inverse inequality (2.4).
This completes the proof. �

In our subsequent analysis, we use the following Taylor series expansion for s
and τ ∈ R:

a(s) = a(τ ) + ãu(s)(s − τ ),(2.5)

where ãu(s) =
∫ 1

0

au(τ + t(s − τ ))dt, and

a(s) = a(τ ) + au(τ )(s− τ ) + ãuu(s)(s − τ )2,(2.6)

where ãuu(s) =
∫ 1

0

(1 − t)auu(τ + t(s − τ ))dt.
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3. Local discontinuous Galerkin (LDG) method

The LDG methods were originally initiated for the system of first order hyper-
bolic problems. To define the method, we rewrite the equation (1.2) as a system of
first order equations. We introduce auxiliary variable q = ∇u and σ = a(u)q and
rewrite (1.2)-(1.3) as:

q = ∇u in Ω,(3.1)
σ = a(u)q in Ω,(3.2)

−∇ · σ = f in Ω,(3.3)
u = g on ∂Ω.(3.4)

We multiply the equation (3.1) by w ∈ W, the equation (3.2) by τ ∈ W and the
equation (3.3) by v ∈ V and integrate over the element K ∈ Th. Then using the
integration by parts formula, we obtain∫

K

q · wdx +
∫

K

u∇ · wdx −
∫

∂K

uw · νKds = 0,(3.5) ∫
K

a(u)q · τdx −
∫

K

σ · τdx = 0,(3.6)

and ∫
K

σ · ∇vdx −
∫

∂K

σ · νKvds =
∫

K

fvdx.(3.7)

Note that there may be difficulty in defining u and q on ∂K. Therefore, this is just
an initial formulation which is helpful in defining the approximate method given
below. The approximate solution (uh, qh, σh) ∈ Zp(K) × Zp(K)2 × Zp(K)2 is
defined using above weak formulation, that is, by imposing that for all K, for all
(vh, wh, τh) ∈ Zp(K) × Zp(K)2 × Zp(K)2,∫

K

qh · whdx +
∫

K

uh∇ · whdx −
∫

∂K

ûwh · νKds = 0,(3.8) ∫
K

a(uh)qh · τh −
∫

K

σh · τhdx = 0,(3.9)

and ∫
K

σh · ∇vhdx −
∫

∂K

σ̂ · νKvhds =
∫

K

fvhdx,(3.10)

where the numerical fluxes û and σ̂ have to be suitably chosen in order to ensure
the stability of the method and also to improve the order of convergence. As in the
case for linear elliptic problems, we use the following choice of numerical fluxes.

If ek ∈ ΓI , then the numerical fluxes are defined on ek as:

û(uh) = {uh} + C12 · [uh],(3.11)
σ̂(uh, σh) = {σh} − C11[uh] − C12[σh],(3.12)

and if ek ∈ Γ∂ , then the numerical fluxes are taken as:

û = g,(3.13)
σ̂ = σh − C11(uh − g)ν,(3.14)
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where C11|ek
= βp2

k/hk, β > 0, and C12 ∈ R
2 on ek ∈ ΓI ; we set C12 = 0 on

ek ∈ Γ∂ . The numerical fluxes are conservative since they are single valued on
ek ∈ ΓI , that is, on ek ∈ ΓI ,

[û] = 0, [σ̂] = 0,(3.15)

and consistent since the following holds for smooth u and q:

û(u) = u,(3.16)
σ̂(u, σ) = σ.(3.17)

We sum (3.8)-(3.10) over all elements K ∈ Th. Then using the conservative property
(3.15) and the definition of numerical fluxes, we obtain the following equations:

∫
Ω

qh · whdx +
Nh∑
i=1

∫
Ki

uh∇ · whdx −
∫

ΓI

({uh} + C12.[uh])[wh]ds(3.18)

=
∫

Γ∂

gwh · νds,

Nh∑
i=1

∫
Ki

σh · ∇vhdx −
∫

Γ

({σh} − C11[uh] − C12[σh])[vh]ds(3.19)

=
∫

Ω

fvhdx +
∫

Γ∂

C11gvhds,∫
Ω

a(uh)qh · τhdx −
∫

Ω

σh · τhdx = 0.(3.20)

Let z ∈ L2(Ω) and (φ, p), (v, w) ∈ V × W. We define the following bilinear
functional A1 : W × W → R as

A1(p,w) =
∫

Ω

p · w dx,

A2 : W × V → R as

A2(p; v) =
Nh∑
i=1

∫
Ki

p · ∇v dx −
∫

Γ

({p} − C12[p])[v] ds

= −
Nh∑
i=1

∫
Ki

v∇ · p dx +
∫

ΓI

({v} + C12 · [v])[p] ds,

J : V × V → R as

J(φ, v) =
∫

Γ

C11[φ][v] ds

and B : W × W → R as

B(z;p,w) =
∫

Ω

a(z)p · w dx.

We also define the linear functionals L1 : W → R and L2 : V → R as

L1(w) =
∫

Γ∂

gw.ν ds and L2(v) =
∫

Ω

fv dx +
∫

Γ∂

C11gv ds.
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Using the above definitions, we write the LDG method for the problem (3.1)-(3.2) in
compact form: Find (uh, qh, σh) ∈ Vh×Wh×Wh such that for all (vh, τh, wh) ∈
Vh × Wh × Wh,

A1(qh,wh) − A2(wh, uh) = L1(wh),(3.21)
A2(σh, vh) + J(uh, vh) = L2(vh),(3.22)
B(uh;qh, τh) − A1(σh, τh) = 0.(3.23)

Since the numerical fluxes û and σ̂ are consistent, we note that the following identity
holds for all (v, τ , w) ∈ V × W × W:

A1(q,w) − A2(w, u) = L1(w),(3.24)
A2(σ, v) + J(u, v) = L2(v),(3.25)
B(u;q, τ ) − A1(σ, τ ) = 0.(3.26)

In order to derive the a priori error estimates and to prove existence of a unique
approximate solution to the problem (3.21)-(3.23), we proceed as follows. Using
the equations (3.21)-(3.26), we write for all (vh, τh, wh) ∈ Vh × Wh × Wh as

A1(q− qh,wh) − A2(wh, u − uh) = 0,(3.27)
A2(σ − σh, vh) + J(u − uh, vh) = 0,(3.28)
B(u;q, τh) − B(uh;qh, τh) − A1(σ − σh, τh) = 0.(3.29)

Adding and subtracting B(u;qh, τh), we rewrite (3.29) as

B(u;q− qh, τh) − A1(σ − σh, τh) =
∫

Ω

(a(uh) − a(u))qh · τhdx,

and now,

B(u;q − qh, τh) − A1(σ − σh, τh) +
∫

Ω

(au(u)(u − uh))q · τhdx

=
∫

Ω

(a(uh) − a(u))(qh − q) · τhdx +
∫

Ω

(a(uh) − a(u) − au(u)(uh − u))q · τhdx.

For notational simplicity, we introduce for τ , p, q ∈ W and φ, v ∈ V ,

N(u,q; φ, τ ) =
∫

Ω

(au(u)q)φ · τ dx,

N1(v − u;p − q, τ ) =
∫

Ω

(a(v) − a(u))(p− q) · τdx

=
∫

Ω

ãu(v)(v − u)(p− q) · τdx,

and

N2(v − u;q, τ ) =
∫

Ω

(a(v) − a(u) − au(u)(v − u))q · τdx

=
∫

Ω

ãuu(v)(v − u)2q · τdx.
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Hence, the equations (3.27)-(3.29) take the form

A1(q − qh,wh) − A2(wh, u − uh) = 0, wh ∈ Wh,(3.30)
A2(σ − σh, vh) + J(u − uh, vh) = 0, vh ∈ Vh,(3.31)
B(u,q − qh, τh) + N(u,q; u − uh, τh) − A1(σ − σh, τh)(3.32)
= N1(uh − u;qh − q, τh) + N2(uh − u;q, τh), τh ∈ Wh.

Now, we prove a coercive type inequality which is useful in our error analysis.

Lemma 3.1. There exist positive constants C1 and C2 = C2(u) such that for all
(v, w) ∈ V × W,

B(u;w,w) + N(u,q; v,w) + J(v, v) ≥ C1

(
‖w‖2 +

∑
ek∈Γ

∫
ek

C11[v]2ds

)
− C2‖v‖2.

Proof. Since a(u) ≥ α > 0, we obtain

B(u;w,w) =
∫

Ω

a(u)w · w dx ≥ α‖w‖2.

We note that |au(u)q| = |au(u)∇u| ≤ M‖u‖W 1,∞(Ω) and

|N(u,q; v,w)| ≤ M‖u‖W 1,∞(Ω)‖v‖ ‖w‖ ≤ C(u)‖v‖ ‖w‖.

Now, it is easy to see that

B(u;w,w) + N(u,q; v,w) + J(v, v) ≥ α‖w‖2 + J(v, v) − C(u)‖v‖ ‖w‖

≥ α

2
‖w‖2 + J(v, v) − 2C(u)2

α
‖v‖2.

This completes the rest of the proof. �

Existence and uniqueness. Below, we recall the Brouwer fixed point theo-
rem [14, p. 218] which is subsequently used to prove the existence of a solution
(uh,qh, σh) to the discrete problem (3.18)-(3.20).

Theorem 3.2 (Brouwer fixed point theorem). Let X be a finite dimensional Hilbert
space and K be a nonempty, convex and compact subset of X. Let Φ : K → K be
a continuous map. Then, there exists a v∗ ∈ K such that Φ(v∗) = v∗.

For a given z ∈ Vh, we define a map Sh : Vh → Vh by Sh(z) = y ∈ Vh and
qz, σz ∈ Wh satisfying

A1(q− qz,wh) − A2(wh, u − y) = 0, wh ∈ Wh,(3.33)
A2(σ − σz, vh) + J(u − y, vh) = 0, vh ∈ Vh,(3.34)
B(u;q− qz, τh) + N(u,q; u − y, τh) − A1(σ − σz, τh)(3.35)
= N1(z − u;qz − q, τh) + N2(z − u;q, τh), τh ∈ Wh.

Using the definition of Ih, we write ey = u − y = ξy − ηu, where ξy = Ihu − y and
ηu = Ihu − u. Similarly eq = q − qz = ξq − ηq and eσ = σ − σz = ξσ − ησ,
where ξq = Ihq− qz, ηq = Ihq− q, ξσ = Πσ − σz and ησ = Πσ − σ. With these
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notations, rewrite (3.33)-(3.35) as

A1(ξq,wh) − A2(wh, ξy) = A1(ηq,wh) − A2(wh, ηu), ∀wh ∈ Wh,

(3.36)

A2(ξσ, vh) + J(ξy, vh) = A2(ησ, vh) + J(ηu, vh), vh ∈ Vh,

(3.37)

B(u; ξq, τh) + N(u,q; ξy, τh) − A1(ξσ, τh) = B(u; ηq, τh) + N(u,q; ηu, τh)
(3.38)

− A1(ησ, τh) + N1(z − u;qz − q, τh) + N2(z − u;q, τh), τh ∈ Wh.

First we show that Sh maps from a ball Oδ(Ihu) to itself, where

Oδ(Ihu) = {z ∈ Vh : |||z − Ihu||| ≤ δ},

and for ε > 0,

(3.39) δ =
1
hε

(
|||ηu|||2 + ‖ηq‖2 + ‖ησ‖2 +

∑
ek∈Γ

∫
ek

hk

p2
k

{|ησ|}2ds

)1/2

.

With a series of lemmas and theorems, we prove existence and uniqueness results.
In Lemma 3.3, we estimate the interpolation errors ηu, ηq, and ησ. The nonlinear
terms N1 and N2 are estimated in Lemma 3.4 and Lemma 3.5, and are used in
proving Theorem 3.7, Theorem 3.8 and Theorem 3.9. To avoid repetition of calcu-
lations, we prove Lemma 3.6 which is used subsequently in the proofs of Theorem
3.7 and Theorem 3.9. In Theorem 3.7 and Theorem 3.8 we estimate the errors ‖ξσ‖
and ‖ey‖, respectively. We then verify the conditions of the Brouwer fixed point
theorem for Sh in Theorem 3.9 and Theorem 3.10.

In the following lemma, we estimate the interpolation errors. The proof is an
easy consequence of Lemma 2.1 and Lemma 2.5 and is, hence, omitted.

Lemma 3.3. There is a constant C which is independent of h and p such that(
|||ηu|||2 + ‖ηq‖2 + ‖ησ‖2 +

∑
ek∈Γ

∫
ek

hk

p2
k

{|ησ|}2ds

)
≤ C

(
Nh∑
i=1

h
2µ+

i

i

p2si
i

‖∇u‖2
si

)

+ C

(
Nh∑
i=1

h
2µ∗

i
i

p2si−1
i

‖u‖2
si+1

)
,

where µ+
i = min{si, pi + 1} and µ∗

i = min{si, pi}.

Since u ∈ H2(Ω), using Lemma 3.3, it is easy to see that

δ ≤ C
(
‖u‖H2(Ω)

) 1
hε

(
max

1≤i≤Nh

hi/p
1/2
i

)
.(3.40)

In the following lemma, we derive bounds for the nonlinear terms N1 and N2.

Lemma 3.4. Let Assumption (Q) hold and z ∈ Oδ(Ihu). For any 0 < ε < 1/2,
there exists a constant C such that

(3.41) |N1(z − u; eq, τ ) + N2(z − u;q, τ )| ≤ C
(
h1/2−ε‖ξq‖ + h1/2−ε δ

)
‖τ‖.
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Proof. First, we consider the first term on the left hand side of (3.41) and rewrite
it as

N1(z − u;qz − q, τ ) =
∫

Ω

ãu(z)(z − u)(qz − q) · τdx

= −
∫

Ω

ãu(z)(z − Ihu)ξq · τdx +
∫

Ω

ãu(z)(z − Ihu)ηq · τdx

−
∫

Ω

ãu(z)ηuξq · τdx +
∫

Ω

ãu(z)ηuηq · τdx.(3.42)

Using inverse inequality (2.4) and Lemma 2.1, we estimate the first term on the
right hand side of (3.42) as

|
∫

Ω

ãu(z)(z − Ihu)ξq · τdx| ≤ C

Nh∑
i=1

‖z − Ihu‖L4(Ki)‖ξq‖L4(Ki)2‖τ‖L2(Ki)2

≤ C

Nh∑
i=1

p
1/2
i

h
1/2
i

‖z − Ihu‖L4(Ki) ‖ξq‖L2(Ki)2‖τ‖L2(Ki)2

≤ C

(
max

1≤i≤Nh

p
1/2
i

h
1/2
i

)
|||z − Ihu||| ‖ξq‖ ‖τ‖

≤ C

(
max

1≤i≤Nh

p
1/2
i

h
1/2
i

)
1
hε

(
max

1≤i≤Nh

hi

p
1/2
i

)
‖ξq‖ ‖τ‖

≤ Ch1/2−ε ‖ξq‖ ‖τ‖.(3.43)

For the second term on the right hand side of (3.42), use Lemma (2.5) and trace
inequality (2.3) to obtain

|
∫

Ω

ãu(z)(z − Ihu)ηq · τdx| ≤ C

Nh∑
i=1

‖z − Ihu‖L4(Ki)‖ηq‖L4(Ki)2‖τ‖L2(Ki)2

≤ C

Nh∑
i=1

h
1/2
i

p
1/2
i

‖z − Ihu‖L4(Ki) ‖q‖H1(Ki)2 ‖τ‖L2(Ki)2

≤ C

(
max

1≤i≤Nh

h
1/2
i

p
1/2
i

)
|||z − Ihu||| ‖q‖H1(Ω)2 ‖τ‖

≤ Ch1/2δ ‖τ‖.(3.44)

Similarly, using inverse inequality (2.4) and Lemma 2.1, the third term on the right
hand side of (3.42) is estimated as

|
∫

Ω

ãu(z)ηuξq · τdx| ≤
Nh∑
i=1

‖ηu‖L4(Ki)‖ξq‖L4(Ki)2 ‖τ‖L2(Ki)2

≤ C

Nh∑
i=1

h
3/2
i

p
3/2
i

‖u‖H2(Ki)
p
1/2
i

h
1/2
i

‖ξq‖L2(Ki)2‖τ‖L2(Ki)2

≤ Ch ‖ξq‖ ‖τ‖.(3.45)
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Then, using Lemma 2.1, we bound the fourth term on the right hand side of (3.42)
as

|
∫

Ω

ãu(z)ηuηq · τdx| ≤
Nh∑
i=1

‖ηu‖L4(Ki)‖ηq‖L4(Ki)2 ‖τ‖L2(Ki)2

≤ C

Nh∑
i=1

h
1−1/2
i

p
1−1/2
i

‖ηu‖L4(Ki)‖q‖H1(Ki) ‖τ‖L2(Ki)2

≤ Ch1/2|||ηu||| ‖τ‖
≤ Ch1/2+εδ ‖τ‖.(3.46)

Finally, consider the second term on the left hand side of (3.41). A use of Hölder’s
inequality with Poincaré type inequality yields

|
∫

Ω

ãuu(z)η2
uq · τdx| ≤ C

Nh∑
i=1

‖ηu‖2
L4(Ki)

‖τ‖L2(Ki)2

≤ C|||ηu|||2 ‖τ‖L2(Ki)2

≤ Ch|||ηu||| ‖τ‖
≤ Chδ ‖τ‖.(3.47)

Now combine (3.42)-(3.47) to complete the rest of the proof for any 0 < ε < 1/2. �

In the following lemma, an estimate for the nonlinear terms N1 and N2 is derived.
This is used in the proofs of Theorem 3.8 and Theorem 3.10.

Lemma 3.5. Let z ∈ Oδ(Ihu). Then, there exists a constant C such that

|N1(z − u; eq, τ ) + N2(z − u;q, τ )| ≤ C|||z − u|||2‖τ‖L4(Ω)(3.48)

+ C‖eq‖ |||z − u||| ‖τ‖L4(Ω).

Proof. Consider the first term on the left hand side of (3.48). Using the arguments
as in Lemma 3.4, we arrive at

|N1(z − u;qz − q, τ )| = |
∫

Ω

ãu(z)(z − u)(qz − q) · τdx|

≤ C|||z − u||| ‖eq‖ ‖τ‖L4(Ω)2 .(3.49)

Next, consider the second term on the left hand side of (3.48). Using Hölder’s
inequality and Poincaré type inequality we bound the term as:

|N2(z − u;q, τ )| = |
∫

Ω

ãuu(z)(z − u)2q · τdx|

≤ C‖z − u‖2
L4(Ω) ‖q‖L4(Ω)2 ‖τ‖L4(Ω)2

≤ C|||z − u|||2 ‖τ‖L4(Ki)2 .(3.50)

We now combine (3.49)-(3.50) to complete the rest of the proof.

Using Lemma 2.1 and Lemma 2.5, we prove the following results which will be
useful in proving Theorem 3.7 and Theorem 3.9.

Lemma 3.6. There exists a constant C such that

|B(u; ηq, τh) + N(u,q; ηu, τh) − A1(ησ, τh)| ≤ C
(
‖ηq‖ + ‖ηu‖

)
‖τh‖, τh ∈ Wh,
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and for wh ∈ Wh

|A1(ηq,wh) − A2(wh, ηu)| ≤ C
(
‖ηq‖2 + |||ηu|||2

)1/2 ‖wh‖.

Proof. Since ησ = Πσ − σ, where Πσ is the L2 projection of σ, an appeal to the
Cauchy-Schwarz inequality yields the proof of the first inequality of the lemma. For
the second inequality, we note from the definition that

A1(ηq,wh) − A2(wh, ηu) =
∫

Ω

ηq · whdx +
Nh∑
i=1

∫
Ki

ηu∇ · whdx −
∫

ΓI

{ηu}[wh]ds

−
∫

ΓI

C12.[ηu][wh]ds.(3.51)

For the second term on the right hand side of (3.51), we integrate by parts to obtain
Nh∑
i=1

∫
Ki

ηu∇ · whdx −
∫

ΓI

{ηu}[wh]ds = −
Nh∑
i=1

∫
Ki

∇ηu · wh +
∫

Γ

[ηu]{wh}ds,

and hence, using trace inequality (2.3) for l = 0, we arrive at

|
Nh∑
i=1

∫
Ki

ηu∇ · whdx −
∫

ΓI

{ηu}[wh]ds| ≤ C|||ηu||| ‖wh‖.(3.52)

A use of the Cauchy-Schwarz inequality implies that

|
∫

Ω

ηq · whdx| ≤ ‖ηq‖ ‖wh‖.(3.53)

Next, using trace inequality (2.3), we bound the last term on the right hand side
of (3.51) as:

|
∫

ΓI

C12.[ηu][wh]ds| ≤ C

( ∑
ek∈ΓI

∫
ek

p2
k

hk
[ηu]2

)1/2

‖ξσ‖.(3.54)

We now combine (3.51)-(3.54) to complete the proof of the lemma. �

Using Lemma 3.4 and Lemma 3.6, we now estimate ξσ in the following theorem.

Theorem 3.7. There is a constant C such that for 0 < ε < 1/2

‖ξσ‖ ≤ C
(
‖ξq‖ + ‖ξy‖ + ‖ηu‖ + ‖ηq‖ + h1/2−εδ

)
.

Proof. Using the equation (3.35), we write

B(u; ξq, τh) + N(u,q; ξy, τh) − A1(ξσ, τh) = B(u; ηq, τh) + N(u,q; ηy, τh)

−A1(ησ, τh) + N1(z − u; eq, τh) + N2(z − u;q, τh).(3.55)

Set τh = ξσ in (3.55) to obtain∫
Ω

ξσ · ξσdx = B(u, ξq, ξq) + N(u,q; ξy, ξσ) − B(u; ηq, ξσ) − N(u,q; ηy, ξσ)

+A1(ησ, ξσ) − N1(z − u; eq, ξσ) − N2(z − u;q, ξσ).(3.56)

Then, a use of Lemma 3.4 and Lemma 3.6 completes the proof of the theorem. �

Using Lemma 3.4, Lemma 3.5, Lemma 3.6 and Theorem 3.7, we estimate ‖ey‖
in the following theorem.
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Theorem 3.8. Let z ∈ Oδ(Ihu) and (y, qz, σz) ∈ Vh × Wh × Wh be the cor-
responding solution of (3.33)-(3.35). For any 0 < ε < 1/2 the following estimate
holds:

‖ey‖ ≤ C1

(
max

1≤i≤Nh

hi

p
1/2
i

) (
‖ξq‖2 +

∑
ek∈Γ

∫
ek

C11[ξy]2ds

)1/2

+ C2|||z − u|||2

+C3(hε + h1/2−ε)

(
max

1≤i≤Nh

hi

p
1/2
i

)
δ + C4‖eq‖ |||z − u|||.

Proof. We now apply the duality argument. Consider the following auxiliary prob-
lem:

−∇ · (a(u)∇φ) + au(u)∇u · ∇φ = ey in Ω,

φ = 0 on ∂Ω,

which satisfies the elliptic regularity

‖φ‖H2(Ω) ≤ C‖ey‖.(3.57)

In order to write the mixed weak formulation, let p = ∇φ and −ψ = a(u)p. Then,
we obtain

p = ∇φ in Ω,(3.58)
−ψ = a(u)p in Ω,(3.59)

∇ · ψ + au(u)q · p = ey in Ω.(3.60)

We multiply (3.60) by ey, (3.59) by eq and (3.58) by eσ, and then integrate over Ω
to arrive at

‖ey‖2 =
∫

Ω

ey∇ · ψdx +
∫

Ω

au(u)qey · pdx +
∫

Ω

a(u)p · eqdx +
∫

Ω

ψ · eq

−
∫

Ω

p · eσdx +
∫

Ω

∇φ · eσdx.

Since [φ] = 0, [ψ] = 0 on ek ∈ ΓI and φ = 0 on ∂Ω, we write

‖ey‖2 = A1(eq, ψ) − A2(ψ, ey) + B(u; eq,p) + N(u,q; ey,p) − A1(eσ,p)
+A2(eσ, φ) + J(ey, φ).

Then, using equations (3.33)-(3.35), we obtain
(3.61)

‖ey‖2 = A1(eq, ηψ) − A2(ηψ, ey) + A2(eσ, ηφ) + B(u; eq, ηp) − A1(eσ, ηp)

+ N(u,q; ey, ηp) + J(ey, ηφ) + N1(z − u; eq, Ihp) + N(q; z − u, Ihp),
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where ηφ = φ − Ihφ, ηp = p − Ihp and ηψ = ψ − Πψ. We now expand (3.61) to
find that

‖ey‖2 =
∫

Ω

eq · ηψdx −
∫

Ω

eσ · ηpdx +
Nh∑
i=1

∫
Ki

ey∇ · ηψdx −
∫

ΓI

{ey}[ηψ]ds

+
Nh∑
i=1

∫
Ki

eσ · ∇ηφdx −
∫

Γ

({eσ} − C11[ey] − C12[eσ])[ηφ]ds

+
∫

Ω

a(u)eq · ηpdx −
∫

ΓI

C12.[ey][ηψ]ds +
∫

Ω

au(u)qey · ηpdx

− N1(z − u; eq, Ihp) + N2(z − u;q, Ihp).(3.62)

Since Πψ is the L2 projection of ψ, we bound the following terms using Lemma
2.5 as:

|
Nh∑
i=1

∫
Ki

ey∇ · ηψdx −
∫

ΓI

{ey}[ηψ]ds| = | −
Nh∑
i=1

∫
Ki

∇ey · ηψdx +
∫

Γ

[ey]{ηψ}ds|

= | −
Nh∑
i=1

∫
Ki

∇ηu · ηψdx −
Nh∑
i=1

∫
Ki

∇ξy · ηψdx +
∫

Γ

[ey]{ηψ}ds|

≤ C

(
Nh∑
i=1

h2
i

p2
i

‖∇ηu‖2
L2(Ki)

)1/2

‖ψ‖H1(Ω)2

+
∑
ek∈Γ

(∫
ek

p2
k

hk
[ey]2ds

)1/2 (∫
ek

hk

p2
k

{ηψ}2ds

)1/2

≤ C

(
Nh∑
i=1

h2
i

p2
i

‖∇ηu‖2
L2(Ki)

)1/2

‖ψ‖H1(Ω)2

+

( ∑
ek∈Γ

∫
ek

h2
k

p2
k

p2
k

hk
[eu]2ds

)1/2

‖ψ‖H1(Ω)2 .

(3.63)

Next, using Lemma 2.1, we find that

(3.64) |
∫

Ω

eq · ηψdx +
∫

Ω

a(u)eq · ηpdx| ≤ C

(
Nh∑
i=1

h2
i

p2
i

‖eq‖2
L2(Ki)2

)1/2

‖p‖H1(Ω)2 .

Again a use of Lemma 2.1 yields

(3.65) |
Nh∑
i=1

∫
Ki

eσ · ∇ηφdx −
∫

Ω

eσ · ηpdx| ≤ C

(
Nh∑
i=1

h2
i

p2
i

‖eσ‖2
L2(Ki)2

)1/2

‖φ‖H2(Ω)

and

(3.66) |
∫

Ω

au(u)qey · ηpdx| ≤ C

(
Nh∑
i=1

h2
i

p2
i

‖ey‖2
L2(Ki)

)1/2

‖p‖H1(Ω)2 .
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Using Lemma 2.5, we obtain

|
∫

ΓI

C12.[ey][ηψ]ds| ≤ C
∑

ek∈ΓI

(∫
ek

C11[ey]2ds

)1/2 (∫
ek

hk

p2
k

{ηψ}2ds

)1/2

≤ C

( ∑
ek∈ΓI

∫
ek

h2
k

p2
k

C11[ey]2ds

)1/2

‖ψ‖H1(Ω).(3.67)

Now an application of Lemma 2.1 with trace inequality (2.3) implies that

|
∫

Γ

({eσ} − C12[eσ])[ηφ]ds| ≤ C
∑
ek∈Γ

(∫
ek

{|ξσ|}|[ηφ]|ds +
∫

ek

{|ησ|}|[ηφ]|ds

)

≤ C

( ∑
ek∈Γ

∫
ek

h3
k

p3
k

{|ξσ|}2ds +
∫

ek

h3
k

p3
k

{|ησ|}2ds

)1/2

‖φ‖H2(Ω)

≤ C

(
max

1≤i≤Nh

hi

p
1/2
i

)
‖ξσ‖ ‖φ‖H2(Ω)

+

( ∑
ek∈Γ

∫
ek

h3
k

p3
k

{|ησ|}2ds

)1/2

‖φ‖H2(Ω)(3.68)

and

|
∫

Γ

C11[ey][ηφ]ds| ≤ C
∑
ek∈Γ

(∫
ek

C11[ey]2ds

)1/2 (∫
ek

p2
k

hk
[ηφ]2ds

)1/2

≤ C

( ∑
ek∈Γ

∫
ek

h2
k

pk
C11[ey]2ds

)1/2

‖φ‖H2(Ω).(3.69)

Finally, using Lemma 3.5 and ‖Ihp‖L4(Ω)2‖ ≤ C‖p‖H1(Ω)2 , we find that

|N1(z − u; eq, Ihp) + N2(z − u;q, Ihp)|
≤ C|||z − u|||2 ‖p‖H1(Ω)2 + ‖eq‖ |||z − u||| ‖p‖H1(Ω)2 .(3.70)

We combine the estimates (3.63)-(3.70) and then use elliptic regularity (3.57) to
obtain

‖ey‖ ≤ C

(
Nh∑
i=1

h2
i

p2
i

‖ξq‖2
L2(Ki)2

+
∑
ek∈Γ

∫
ek

h2
k

pk
C11[ξy]2ds

)1/2

+ C2|||z − u|||2

+ C3

(
Nh∑
i=1

h2
i

p2
i

(
‖∇ηu‖2

L2(Ki)
+ ‖ηq‖2

L2(Ki)2
+ ‖ησ‖2

L2(Ki)2

))1/2

+ C4

( ∑
ek∈Γ

∫
ek

h2
k

pk
C11[ηu]2ds +

∫
ek

h3
k

p3
k

{|ησ|}2ds

)1/2

+ C5‖eq‖ |||z − u|||

+ C6

(
max

1≤i≤Nh

hi

p
1/2
i

)
‖ξσ‖.

(3.71)

Now, a use of Theorem 3.7 completes the proof of the theorem. �



hp-LDG METHOD FOR QUASILINEAR ELLIPTIC PROBLEMS 747

Using Lemma 3.3, Lemma 3.4, Lemma 3.6 and Theorem 3.7, we prove in the
following theorem that Sh maps Oδ(Ihu) into itself.

Theorem 3.9. For all 0 < h < h0 where h0 < 1, there is a δ = δ(h) > 0 such that
Sh maps from Oδ(Ihu) into itself.

Proof. Set vh = ξy, τh = ξq and wh = ξσ in (3.36)-(3.37). Using Lemma 3.1, we
obtain

C1

(
‖ξq‖2 +

∫
Γ

C11[ξy]2
)
− C2‖ξy‖2 ≤ A1(ξq, ξσ) − A2(ξσ, ξy) + B(u; ξq, ξq)

−A2(ξσ, ξq) + N(u,q; ξy, ξq) + A2(ξσ, ξy) + J(ξy, ξy)

= A1(ηq, ξσ) − A2(ξσ, ηu) + B(u; ηq, ξq) − A1(ησ, ξq)

+N(u,q; ηu, ξq) + A2(ησ, ξy) + J(ηu, ξy)

+N1(z − u; eq, ξq) + N2(z − u;q, ξq).(3.72)

From the definition of A2 and J , we write

A2(ησ, ξy) + J(ηu, ξy) =
Nh∑
i=1

∫
Ki

ησ · ∇ξydx

−
∫

Γ

({ησ} − C11[ηu] − C12[ησ])[ξy]ds.(3.73)

Since Πσ are L2 projections of σ onto Wh, we obtain

Nh∑
i=1

∫
Ki

ησ · ∇ξydx = 0.(3.74)

Next using trace inequality (2.3) and the assumption that C11|ek
= βp2

k/hk, we
bound the following terms as:

|
∫

Γ

({ησ} − C11[ηu] − C12[ησ])[ξy]ds| ≤ C

( ∑
ek∈Γ

∫
ek

hk

p2
k

{|ησ|}2ds

)1/2

J(ξy, ξy)

+ C J(ηu, ηu) J(ξy, ξy).

An appeal to Lemma 3.6 with τh = ξq and wh = ξσ yields

|B(u; ηq, ξq) + N(u,q; ηu, ξq) − A1(ησ, ξq)| ≤ C(‖ηq‖ + ‖ηu‖)‖ξq‖(3.75)

and

|A1(ηq, ξσ) − A2(ξσ, ηu)| ≤ C|||ηu||| ‖ξσ‖.(3.76)

For the last two terms on the right hand side of (3.72), we set τ = ξq in Lemma
3.4 to obtain

|N1(z − u; eq, ξq) + N2(z − u;q, ξq)| ≤ Ch1/2−ε‖ξq‖2

+h1/2−ε δ ‖ξq‖.(3.77)

From Theorem 3.7, we arrive at

(3.78) ‖ξσ‖ ≤ C
(
‖ξq‖ + ‖ξy‖ + ‖ηu‖ + ‖ηq‖ + ‖ησ‖ + h1/2−εδ

)
.
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We now combine the estimates (3.72)-(3.78) and obtain for sufficiently small h(
‖ξq‖2 +

∫
Γ

C11[ξy]2
)

≤ C1

(
|||ηu|||2 + ‖ηq‖2 + ‖ησ‖2 + h1−2εδ2

+
∑
ek∈Γ

∫
ek

hk

p2
k

{|ησ|}2ds

)
+ C2‖ξy‖2

≤ C1

(
h2ε + h1−2ε

)
δ2 + C2‖ξy‖2.(3.79)

Using Theorem 3.8 and the estimate (3.79), we obtain for sufficiently small h,(
‖ξq‖2 +

∑
ek∈Γ

∫
ek

C11[ξy]2ds

)1/2

≤ C
(
hε + h1/2−ε + δ

)
δ.(3.80)

Next, set wh = ∇ξy in (3.36) to obtain

Nh∑
i=1

∫
Ki

ξq · ∇ξydx +
Nh∑
i=1

∫
Ki

ξy∇ · ∇ξydx −
∫

ΓI

({ξy} + C12[ξy])[∇ξy]ds

= A1(ηq,∇ξy) − A2(∇ξy, ηu).

An integration by parts yields

Nh∑
i=1

∫
Ki

∇ξy · ∇ξydx = −
∫

Ω

ξq · ∇ξydx +
∫

Γ

[ξy]{∇ξy}ds +
∫

ΓI

C12[ξy][∇ξy]ds

−A1(ηq,∇ξy) + A2(∇ξy, ηu).

Apply trace inequality (2.3) and Lemma 3.6 to obtain

(3.81)

(
Nh∑
i=1

∫
Ki

‖∇ξy‖2
L2(Ki)

dx

)1/2

≤ C

(
‖ξq‖2 +

∫
Γ

C11[ξy]2ds + |||ηu|||2
)1/2

.

Hence, using (3.80)-(3.81), we obtain for small h and 0 < δ < 1 with 0 < ε < 1/2

|||ξy||| ≤ C
(
hε + h1/2−ε + δ

)
δ ≤ δ.(3.82)

This completes the rest of the proof. �

We now prove in the following theorem that Sh is Lipschitz continuous.

Theorem 3.10. Let z1, z2 ∈ Oδ(Ihu) with 0 < δ < 1. Then for sufficiently small
h and 0 < ε < 1/2, there exists a constant C such that

|||Shz1 − Shz2||| ≤ Ch1/2−ε|||z1 − z2|||.(3.83)

Proof. Let yi = Shzi, qzi
= qi and σzi

= σi, for i = 1, 2. From Theorem 3.9 and
the estimates (3.78) as well as (3.80), it follows that

( |||yi − Ihu||| + ‖qi − Ihq‖ + ‖σi − Πσ‖ ) ≤ C
(
hε + h1/2−ε + δ

)
δ.
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Using (3.33)-(3.35), we note that for any (wh, vh, τh) ∈ Wh × Vh × Wh

A1(q1 − q2,wh) − A2(wh, y1 − y2) = 0,

A2(σ1 − σ2, vh) + J(y1 − y2, vh) = 0,

and
(3.84)

B(u;q1 − q2, τh) + N(u,q; y1 − y2, τh) − A1(σ1 − σ2, τh)

=
∫

Ω

(a(z1) − a(u))(q1 − q) · τhdx +
∫

Ω

(a(z1) − a(u) − au(u)(z1 − u))q · τhdx

−
∫

Ω

(a(z2) − a(u))(q2 − q) · τhdx −
∫

Ω

(a(z2) − a(u) − au(u)(z2 − u))q · τhdx.

We rewrite (3.84) as

B(u;q1 − q2, τh) + N(u,q; y1 − y2, τh) − A1(σ1 − σ2, τh)

=
∫

Ω

(a(z1) − a(z2))(q1 − q) · τhdx −
∫

Ω

(a(z2) − a(u))(q1 − q2) · τhdx

+
∫

Ω

(a(z1) − a(z2) − au(z2)(z1 − z2))q cotτhdx

−
∫

Ω

(au(z2) − au(u))(z1 − z2)q · τhdx.

Now using similar arguments as in Theorem 3.9, we first obtain(
‖q1 − q2‖2 +

∑
ek∈Γ

∫
ek

C11[y1 − y2]2ds

)1/2

≤ C1h
1/2−ε|||z1 − z2|||(3.85)

+ C2‖y1 − y2‖

and

‖σ1 − σ2‖ ≤ C1h
1/2−ε|||z1 − z2||| + C2‖y1 − y2‖.(3.86)

Then an application of duality argument as in Theorem 3.8 yields

(3.87) ‖y1 − y2‖ ≤ Ch1/2−ε

(
‖q1 − q2‖2 +

∑
ek∈Γ

∫
ek

C11[y1 − y2]2ds

)1/2

.

Since

(3.88) |||y1 − y2||| ≤ C

(
‖q1 − q2‖2 +

∑
ek∈Γ

∫
ek

C11[y1 − y2]2ds

)1/2

,

we combine the estimates (3.85)-(3.88) to complete the rest of the proof. �

Now, we can conclude from Theorem 3.10 that the map Sh is well defined,
i.e., the linearized problem (3.33)-(3.35) is well-posed and continuous in the ball
Oδ(Ihu). Hence, an appeal to the Brouwer fixed point theorem, that is, Theorem
3.2 with X = Vh, K = Oδ(Ihu) and Φ = Sh, implies that Sh has a fixed point uh

in Oδ(Ihu). Then, using Theorem 3.10, it is easy to see that uh is the unique fixed
point in Oδ(Ihu) for small h. Moreover, (uh,qh = quh

, σh = σuh
) is the unique

solution for the problem (3.30)-(3.32).
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A priori error estimates. Note that uh satisfies the estimate (3.82) and Theorem
3.8, and qh satisfies the estimate (3.80). Hence, by choosing ε = 1/4, we easily prove
the following theorem.

Theorem 3.11. There exists a constant C such that for sufficiently small h the
following estimates hold:

|||u − uh|||2 ≤ C

Nh∑
i=1

(
h

2µ+
i

i

p2si
i

‖∇u‖2
Hsi (Ki)

+
h

2µ∗
i

i

p2si−1
i

‖u‖2
Hsi+1(Ki)

)
,

‖q − qh‖2 ≤ C

Nh∑
i=1

(
h

2 µ+
i

i

p2si
i

‖∇u‖2
Hsi (Ki)

+
h

2µ∗
i

i

p2si−1
i

‖u‖2
Hsi+1(Ki)

)

and

‖u − uh||2 ≤ C

(
max

1≤i≤Nh

h2
i

pi

) Nh∑
i=1

(
h

2µ+
i

i

p2si
i

‖∇u‖2
Hsi (Ki)

+
h

2µ∗
i

i

p2si−1
i

‖u‖2
Hsi+1(Ki)

)
,

where µ+
i = min{si, pi + 1} and µ∗

i = min{si, pi}.

Remark 3.1. Note that the error estimates obtained in the above theorem are
optimal in h and suboptimal in p. These estimates are exactly same as in the case
of linear elliptic problems; see [18].

Remark 3.2. In the proof of Lemma 3.4, Lemma 3.5 and also in the subsequent
results in Section 3, we have assumed that the range of ∂la

∂ul (x, v), x ∈ Ω̄, v ∈ R, l =
0, 1, 2, is a compact set, say [m, M ] ⊂ R. But, we note that asymptotically only the
values of v ∈ [mu − δ∗, Mu + δ∗] ⊂ R, where 0 < δ∗ < 1, mu = inf{u(x) : x ∈ Ω̄}
and Mu = sup{u(x) : x ∈ Ω̄} are considered to derive the proof of Lemma 3.4,
Lemma 3.5 and the subsequent results. To be more precise, the terms ãu(z) and
ãuu(z), z ∈ Oδ(Ihu) in (3.42) and (3.47) (see the estimates (3.43)-(3.50)) can be
estimated as follows. Using inverse inequality [17, p. 916], we obtain

‖z − Ihu‖L∞(Ki) ≤ Cp
1/2
i h

−1/4
i ‖z − Ihu‖L8(Ki).(3.89)

Since z ∈ Oδ(Ihu) with δ as in (3.39), we find using (3.89), Lemma 2.4 and Lemma
2.1 that

‖z − u‖L∞(Ω) ≤ ‖z − Ihu‖L∞(Ω) + ‖Ihu − u‖L∞(Ω)

≤ C

(
max

1≤i≤Nh

p
1/2
i

h
1/4
i

)
‖z − Ihu‖L8(Ω) + ‖Ihu − u‖L∞(Ω)

≤ C

(
max

1≤i≤Nh

p
1/2
i

h
1/4
i

)
|||z − Ihu||| + ‖Ihu − u‖L∞(Ω)

≤ C(‖u‖H2(Ω))h−ε

(
max

1≤i≤Nh

p
1/2
i

h
1/4
i

) (
max

1≤i≤Nh

hi

p
1/2
i

)
+ C

h

p
‖u‖H2(Ω)

≤ Ch3/4−ε

(
max

1≤i≤Nh

p
1/2
i

h
1/2
i

)(
max

1≤i≤Nh

h
1/2
i

p
1/2
i

)
+ C

h

p
‖u‖H2(Ω)

≤ Ch3/4−ε‖u‖H2(Ω).
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Therefore, for sufficiently small h, ‖z‖L∞(Ω) ≤ δ∗ + ‖u‖L∞(Ω), where 0 < δ∗ <
1. Now, since the nonlinear functions au and auu are continuous, they map the
compact set [mu − δ∗, Mu + δ∗] to a compact set in R and hence, the results in
Lemma 3.4, Lemma 3.5 and the subsequent results in Section 3 remain valid when
a(z), au(z) and auu(z) are bounded for bounded u.

4. Numerical experiments

In this section, we discuss some numerical results to illustrate the performance
of the LDG method applied to two different types of nonlinear elliptic problems.
Since the scheme deals with discontinuous finite element spaces, the global basis
functions can have support only on a single finite element. Hence, the assembly of
the local matrices to the corresponding global matrices is easier than in the case of
the conforming finite element method.

For both the examples, we take Ω = (0, 1) × (0, 1) and g = 0. The finite
element subdivision Th is of uniform triangles and the discontinuous finite element
spaces of degree p = 1 and p = 2 (pi = p ∀i). Take the stabilizing parameter β = 1
and set C12 = (1, 1). The LDG method (3.18)-(3.20) has three unknowns, namely
uh, qh and σh. Using (3.18), we first solve qh in terms of uh to write the system
(3.19)-(3.20) in two unknowns uh and σh. Then, we apply Newton’s method to
solve this nonlinear system.

Let {ψl}Nw

l=1 and {φi}Nv
i=1 denote bases for Wh and Vh respectively, where Nw

and Nv denote the dimensions of Wh and Vh. Then, define the following matrices:

(4.1) A = [aml]1≤m,l≤Nw
, B = [bli]1≤l≤Nw, 1≤i≤Nv

, D = [dij ]1≤i,j≤Nv

and the vector

L = [li]1≤i≤Nv,1 ,

where

aml =
∫

Ω

ψm · ψldx, bli =
Nh∑
i=1

∫
Ki

φi∇ · ψldx −
∑

ek∈ΓI

∫
ek

({φi} + C12[φ])[ψl]ds,

dij =
∑
ek∈Γ

∫
ek

C11[φi][φj ]ds, and li =
∫

Ω

fφidx.

Write

uh =
Nv∑
i=1

αiφi, qh =
Nw∑
l=1

blψl and σh =
Nw∑
l=1

γlψl,(4.2)

where α = [α1, α2, . . . , αNv
], b = [b1, b2, . . . , bNw

] and γ = [γ1, γ2, . . . , γNw
]. Using

the bases for Vh and Wh, (3.18) can be reduced to the following matrix equation:

Ab + Bα = 0, with A, B defined in (4.1).(4.3)

Since the basis functions {ψl}Nw

l=1 can be assumed independently in each triangle
K ∈ Th, the symmetric positive definite global matrix [A] has the following block
diagonal form:

[A] =
⌈
[AK1 ], ..., [AKNh

]
⌋

,
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where only the diagonal entries are shown. The other entries in [A] are null matrices.
The element matrices [AKi

] are symmetric and positive definite for i = 1, 2, ..., Nh,
and [A]−1 has the block diagonal form

[A]−1 =
⌈
[AK1 ]

−1, ..., [AKNh
]−1

⌋
.

From (4.3), it is easy to see that b = −A−1Bα. Substituting b = −A−1Bα in
(3.19)-(3.20), using (4.1)-(4.2) and the bases for Vh and Wh, (3.19)-(3.20) can be
reformulated as: find [γ, α]T such that

F 1
i (γ, α) = 0 for 1 ≤ i ≤ Nv,

F 2
l (γ, α) = 0 for 1 ≤ l ≤ Nw,

where

F 1
i (γ, α) =

Nw∑
m=1

γm(−bmi) +
Nv∑
j=1

αjdji − li,

F 2
l (γ, α) =

∫
Ω

a

⎛
⎝ Nv∑

j=1

αjφj

⎞
⎠ (

Nw∑
m=1

[−A−1Bα]mψm

)
· ψldx −

Nw∑
m=1

γmaml

and [−A−1Bα]m = −
Nv∑
j=1

(A−1B)m,jαj .

In order to solve the nonlinear algebraic system, we apply Newton’s method.
The Jacobian Matrix J of the system takes the form

J =
[
−BT D
−A G

]
,

where G = [gli] =
[
∂F 2

l /∂αi

]
and BT is the transpose of B.

Below, we have discussed two examples; one with a(u) = 1 + u2 and the other
with a(u) = 1+u, u ≥ 0. Note that using Remark 3.2, the results of Theorem 3.11
are valid.

Example 1. In this example, we set the nonlinear term a(u) as 1+u2, and choose
the load function f suitably so that the exact solution is u = x(e − ex)y(e − ey).
The initial guess for Newton’s iteration is taken to be the solution of the LDG
method corresponding to the linearized problem, i.e., by setting a(u) = 1. For this
example, we consider the approximate solution obtained after 10 iterations. The
order of convergence for eu = u − uh and eq = q − qh is computed for the cases
p = 1 and 2. Figures 1 and 2 show the computed order of convergences for ‖eu‖
and ‖eq‖, respectively, in the log-log scale. These computed order of convergences
match with the theoretical order of convergence derived in the Theorem 3.11.

Example 2. Set the nonlinear term a(u) as 1 + u and choose the load function
f so that the exact solution is u = x7/2(1 − x)y7/2(1 − y). The initial guess and
the number of iterations for Newton’s method are taken as in Example 1. We then
compute the order of convergence for eu = u − uh and eq = q − qh for the cases
p = 1 and 2. Figures 3 and 4 show the computed order of convergences for ‖eu‖
and ‖eq‖, respectively, in the log-log scale. These computed order of convergences
match with the theoretical order of convergence obtained in Theorem 3.11.
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Figure 1. Order of convergence for ||eu|| in Example 1.
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Figure 2. Order of convergence for ||eq|| in Example 1.
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Figure 3. Order of convergence for ‖eu‖ in Example 2.
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Figure 4. Order of convergence for ‖eq‖ in Example 2.
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5. Conclusions

In this paper, we have discussed the hp-local discontinuous Galerkin method
(LDG) for a class of quasilinear elliptic problems of nonmonotone type. Using
the Brouwer fixed point theorem, we have shown that the discrete problem has
a solution under hp-quasiuniformity assumption on the mesh. Further, using the
contraction of the discrete solution map, uniqueness is proved. The error estimate
obtained are optimal in h and suboptimal in p. These results lead precisely to the
same h-optimal and mildly p-suboptimal rate of convergence as in the case of linear
elliptic problems; see [18]. The results of this article can easily be extended to the
problems in 3 dimension and to the problem −∇· (a(u)∇u)+a0(u)u = f(u). With
appropriate modifications in the analysis, it is possible to extend the theoretical re-
sults to the problem (1.2)-(1.3) when a(u) is a bounded uniformly positive definite
matrix. The numerical experiments presented in this paper illustrate the perfor-
mance of the LDG method when it is applied to nonlinear elliptic problems. The
extension of the results of the present paper to more general nonlinear boundary
value problems is the subject of our current research.
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