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Unitary processes with independent increments and
representations of Hilbert tensor algebras
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Abstract

The aim of this article is to characterize unitary increment process by
a quantum stochastic integral representation on symmetric Fock space.
Under certain assumptions we have proved its unitary equivalence to a

Hudson-Parthasarathy flow.

1 Introduction

In the framework of the theory of quantum stochastic calculus developed by
pioneering work of Hudson and Parthasarathy [6], quantum stochastic differential
equations (qsde) of the form

dVi = > ViLEAL(dt), Vo = lner, (1.1)
w,v>0
(where the coefficients LY : p, v > 0 are operators in the initial Hilbert

space h and A7 are fundamental processes in the symmetric Fock space I' =
Lsym(L*(R4,k)) with respect to a fixed orthonormal basis (in short ‘ONB’)
{E; : j > 1} of the noise Hilbert space k ) have been formulated and con-
ditions for existence and uniqueness of a solution {V;} are studied by Hudson
and Parthasarathy and many other authors. In particular when the coefficients
LE :p, v > 0 are bounded operators satisfying some conditions it is observed
that the solution {V; : ¢ > 0} is a unitary process.

In [4], using integral representation of regular quantum martingales in sym-
metric Fock space [15], the authors show that any covariant Fock adapted unitary

evolution (with norm-continuous expectation semigroup) {V;;: 0 < s <t < oo}
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satisfies a quantum stochastic differential equation (L) with constant coeffi-
cients L# € B(h). For situations where the expectation semigroup is not norm
continuous, the characterization problem is discussed in [5] [1]. In [9] [10], by ex-
tended semigroup methods, Lindsay and Wills have studied such problems for
Fock adapted contractive operator cocycles and completely positive cocyles.

In this article we are interested in the characterization of unitary evolutions
with stationary and independent increments on h®H, where h and H are separa-
ble Hilbert spaces. In [16, [I7], by a co-algebraic treatment, the author has proved
that any weakly continuous unitary stationary independent increment process on
h ® H,h finite dimensional, is unitarily equivalent to a Hudson-Parthasarathy
flow with constant operator coefficients; see also [7, [§]. In this present paper we
treat the case of a unitary stationary independent increment process on h® H, h
not necessarily finite dimensional, with norm-continuous expectation semigroup.
By a GNS type construction we are able to get the noise space k and the bounded
operator coefficients L such that the Hudson-Parthasarathy flow equation (L)
admits a unique unitary solution and is unitarily equivalent to the unitary process
we started with.

2 Notation and Preliminaries

We assume that all the Hilbert spaces appearing in this article are complex sep-
arable with inner product anti-linear in the first variable. For any Hilbert spaces
H, K B(H,K) and B;(H) denote the Banach space of bounded linear operators
from H to KC and trace class operators on H respectively. For a linear map (not
necessarily bounded ) 7" we write its domain as D(7"). We denote the trace on
B1(H) by Try or simply Tr. The von Neumann algebra of bounded linear oper-
ators on ‘H is denoted by B(H). The Banach space Bi(H,K) = {p € B(H,K) :
lp| :=+/p*p € B1(H)} with norm (Ref. Page no. 47 in [2])

ol = 1 1ol lsir = sup{)_ 1@, pe)| = {dn}, {} are ONB of K and H resp.}

k>1

is the predual of B(KC, H). For an element x € B(K, H), Bi(H,K) 3 p— Try(xzp)
defines an element of the dual Banach space Bi(H,K)*. For a linear map T
on the Banach space B;(H, K) the adjoint 7% on the dual B(K,H) is given by
Try(T*(x)p) := Try(xT(p)), Ve € B(K,H), p € Bi(H,K).

For any £ € H® K, h € H the map

Kok~ ({,h®k)
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defines a bounded linear functional on K and thus by Riesz’s theorem there exists
a unique vector ((£,h)) in K such that

( ((&, ), k) =({,h®k),Vk € K. (2.1)

In other words ((£, h)) = F;¢ where Fj, € B(K,H ® K) is given by Frk = h ® k.

Let h and H be two Hilbert spaces with some orthonormal bases {e; : j > 1}
and {¢; : j > 1} respectively. For A € B(h ® H) and u,v € h we define a linear
operator A(u,v) € B(H) by

(&1, A(u,v)&) = (U &L, Av® &), V1, & €H
and read off the following properties:
Lemma 2.1. Let A, B € B(h ® H) then for any u,v,u; and v;,i = 1,2 in h
(i) A(u,v) € B(H) with |[A(u, v)[| < [|A]l [ull [Jo]] and A(u, v)* = A*(v, u).
(ii) hxh— A(-,-)is 1 =1, i.e. if A(u,v) = B(u,v), Yu,v € h then A= B.
(iii) A(uy,v1)B(uz,v2) = [A(Jv1 >< ug| ® 1g) Bl (u1, vg)
(iv) AB(u,v) =35, A(u, ;) B(ej,v) (strongly)
(v) 0 < A(u,v)*A(u,v) < ||ul]PA*A(v,v)

(vi) (A(u,v)&1, B(p,w)&2) = 32551 (p ® G [B(lw >< 0| @ & >< &) A" @ )
=(v®&, [A(Jlu><p|®1y)Bw ® &).
Proof. We are omitting the proof of (i),(ii).
(iii) For any &, ¢ € H we have
(€, A(ur, v1) B(ug, v2)¢) = (u1 ® §, Avy @ B(up, 12)C) = (A"t @ €, 11 @ B(ug, v2)()
=D (A" ® &,01 @ G (G, Bluz, 12)C)

n>1

= Z<A*U1 & 6,'111 ® <n><u2 X CTL)BUQ ® C)
n>1

— Z “ur @&, (Jur >< ug| ® |G >< (| )Bre ® Q)
n>1

= <U1 ® 5,A(|’U1 >< UQ| & 17—()BU2 X g>
Thus it follows that
A(ul,’Ul)B(UQ,Ug) = [A(|’U1 >< UQ‘ X 1H)B](U1,’U2).
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(iv) By part(iii)
> ates el

N
Z £, A" (u,ej)Alej, u)é)
7j=1

= (& [A"(Py ® 1) Al(u, w)§),

where Py is the finite rank projection Zjvzl le; >< e;| on h. Since {[A*(Py ®
1%)A](u,u)} is an increasing sequence of positive operators and 0 < Py ® 1y
converges strongly to lpgy as N tends to oo, [A*(Py ® 14)A](u,u) converges
strongly to [A*A](u,u) as N tends to co. Thus

ng{l)oz 1A ez, w€l* = (€, [A"A] (u, w)¢)

and N
D A, wéll? < A w@&l” < AP ul*é])?, YN > 1.
j=1

Now let us consider the following, for £,( € H

N N
\<£, Alu, e5)B(ej, 0) Q> = | ) (A (ej, w)€, Blej,0))
=1 =1
v J=
Z 14" (e, w)€|1® ZHB (eg,0)¢ ]
< AN fulP* €l IIBH IIUH e}

So
N
16, Alu, e5)Bleg, v)O < IAIIBIHullllvHIEIIC]
j=1

and strong convergence of > .-, A(u, e;) B(e;, v) follows.

(v) We have
(€, Au,v)" Au, v)€) = _Z<£, A (v, W) G)G A, )€)

— Y we L Aus GHuw G Ave)

Jj=1

= (W& A lu><ul® )| >< (IAv e E).

Jj1
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Since D5, [(; >< (j| converges strongly to the identity operator
(€, Au, v)* Au, v)€) < [Jul*(v @ €, A" Av @ €)

and this proves the result.
(vi)We have

<A(u U)Sla ( )52)
= > (A, )€, GG, Blp,w)ea)

7>1

S (Ave&,ue ) pe G, Bue &)

j=1

= Z(B*p@ G, w @ &) (v @ &, A'u® ()

j>1

=) (@ Blw ><v| @& >< &) Au® ().

7>1
This proves the first part of (vi), the other part follows from

D (P, Blw>< v ® 6 >< &) A"u @ ;)

j>1
= Troen(Ju ><pl @ 1) B(|w >< v ® [§2 >< &) A7
= Trngn|(|lw ><v| ® & >< &])A™(Ju >< p| ® 1) B]
= (v ® &, [A"(Ju><p|®1y)Bw @ &)

O

2.1 Symmetric Fock Space and Quantum Stochastic Cal-
culus

Let us briefly recall the fundamental integrator processes of quantum stochastic

calculus and the flow equation, introduced by Hudson and Parthasarathy [6]. For

a Hilbert space k let us consider the symmetric Fock space I' = ['(L?(R, k)).
The exponential vector in the Fock space, associated with a vector f € L*(R,, k)

EB g

n>0

is given by

where f(® = f RfR--® ]i for n > 0 and by convention f(® = 1. The expo-

n—copies
nential vector e(0) is called the vacuum vector.
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Let us consider the Hudson-Parthasarathy (HP) flow equation on h@I'(L?(R, k)):

Vor = Inor + Vs,rLﬁAz(dﬂ. (2.2)

>0
Here the coefficients LY : u, v > 0 are operators in h and A} are fundamental
processes with respect to a fixed orthonormal basis {E; : j > 1} of k :

t 1h®F for(lu’u V) = (07 O)
A“(t) — a(l[o,t} ® EJ) fOI‘(/”’? V) = (.]7 0) (2 3)
v a'(lpg ® Eg) for(p, v) = (0, k) .
ALy ® |Ep >< Ej|) for(u,v) = (5, k).

Theorem 2.2. [12,[17,[3] Let H € B(h) be self-adjoint, {Ly, Wi : j, k> 1} be a
family of bounded linear operators in h such that W = Zmzl W,g ® |E; >< Ej
is an isometry (respectively co-isometry) operator in h®@k and for some constant
c>0,

> |ILul® < cflulf?, Yu € h,

k>1
Let the coefficients LY be as follows,

H - % Zkzl LZLk for (:u’ V) (0’ O)
L, for (p,v) = (4,0)
IH = J . 2.4
T ST LW for (me) = (0.0) 24
ng_éi fOT (:U’vy) (jvk>

Then there exists a unique isometry ( respectively co-isometry) operator valued
process Vs, satisfying (2.2) .

3 Hilbert tensor algebra

For a product vector u = u; @ us ® - - - ® u,, € h®" we shall denote the product
vector U, @ Up—1 @ -+ @ uy by u. For the null vector in h®” we shall write 0. If
{f;}321 is an ONB for h, then we have a product ONB {f; = f;, ® - ® f;, 11 =
(J1,J2,* " »Jn)s jx > 1} for the Hilbert space h®".

Consider Zs = {0,1}, the finite field with addition modulo 2. For n > 1,
let Z% denotes the n-fold direct sum of Z, and we write 0 = (0,0,---,0) and
1=(1,1,---,1). For € = (€1, €2, -~ ,€,),€ = (€},€5,--- , € ) we put

e m

EEBE/ = (617 e 7€n7€/17 R 4 ) S Z;H_m and we define E* = l+<€n7€n—17 to 761) < Zg

r m
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Let A€ B(h®H),e € Zy = {0,1}. We define operators A©) € B(h ® H) by
A .= Aif e =0and A® := A* if e = 1. For 1 < k < n, we define a unitary
exchange map Py, : h®*" ® H — h®" ® H by putting

Prn(U®&) i=u @ @Up_1 @ Upy1 - @ Up @ (ug @ E)

on product vectors. Let € = (€1, €3, ,€,) € Z4. Consider the ampliation of the
operator A*) in B(h®" ® H) given by

Aler) .= Pl (1pen—1 ® A(ek))kan'

Now we define the operator A© = [}_, Ame) .= AlLe)... A(nen) in B(h®" ©
H). Please note that as here, through out this article, the product symbol [];_,
stands for product with order 1 to n. For m < n, we shall write €™ = (e1, €, -+ , €n)
and consider the operator A€™) = [T, Atm<) in B(h®™ @ H) We have the fol-
lowing preliminary observation.

Lemma 3.1. (i) For product vectors u, v € h®"

m m n

[T A% ) = [T A% v) ] (wivi) € BOH).
i=1 i=1 i=m+1
(ii) For&,(eH

[T A€ Q) = A“(,Q) @ yon-n € B(R).

i=1

(iii) If A is an isometry (respectively unitary) then A™%) and A9 are isometries
(respectively unitaries).

The proof is obvious and is omitted.
We note that part (i) of this Lemma in particular gives

n

A9, v) = [TA“) (ui,vi) (3.1)

i=1

Let My :== {(wv,€) : u=®Lju, v=QL v € h"" e = (e, ,6) €
7y, n > 1}. In My, we introduce an equivalence relation ‘ ~’ : (u,v,€) ~
(p,w,€) if e = € and |u >< v| = |p >< w| € B(h®"). Expanding the vectors

in term of the ONB {61 =€, ® - ®ej, 1= (Ji,J2 " ,Jn)Jx = 1}, from



lu >< v| = |p >< w| we get WV = DjWy for each multi-indices ], k. Thus in
particular when (u,v,0) ~ (p,w,0), for any &;,& € H we have

<£17 A(U, rU)g?)
=Y Worle; ® &1, Ay ® &)

jk>1

=) Prunle; ® &1, Aey, ® &)

jk>1

= (&1, A(p, w)&a).

In fact A(u,v) = A(p,w) iff (u,v,0) ~ (p,w,0) and more generally A©(u,v) =
A (p, w) iff (u,v,€) ~ (p,w,€). It is easy to see that (0,v,€) ~ (u,0,€) ~ (0,0, ¢)
and we call this class the 0 of the quotient set M.

Let us define multiplication and involution on Mg/ ~ by setting
Vector multiplication:  (u,v,€).(p,w,€) = (U®p, v w,e H €) and
Involution: (u,v,e)* = (v, u,e").

— =

Since (U@ D) =pn @ - @1 @U @ Duy = (p ® 1) and (D) = (€) O’

It is clear that ¢ = ¢ = € = (¢)" and |u >< v| = |p >< w| implies
v ><ul=|w>< <B| Thus (u,v,€) ~ (p,w, €') implies (u,v,€)* ~ (p, w, €)*.
Moreover, (u,v,€) ~ (u',v,€) and (p,w,a) ~ (p/,w’,a’) implies e B a = € & o
and u®p ><vOW =jlu><yvl@p><w = U ><7V|ep >< w| =
v @ p’ >< v ® w'|. So that the involution and multiplication respect ~ .

Let M be the complex vector space spanned by M,/ ~ . The elements of
M are formal finite linear combinations of elements of M,/ ~ . With the above
multiplication and involution M is a x-algebra.

4 Unitary processes with stationary and inde-

pendent increment

Let {Us; : 0 < s <t < oo} be a family of unitary operators in B(h ® H) and
2 be a fixed unit vector in H. We shall also set U; := Uy, for simplicity. As we
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discussed in the previous section, let us consider the famlly of operators { st } in
B(h®H) for € € Zy given by Us,t =Us ife =0, Ul i =Usife=1 Furthermore
for n > 1,e € Z4 fixed, 1 < k < n, we consider the families of operators { ot }
and {Us(gt)} in B(h®" ® H). By Lemma [3.1] we observe that

| | U‘Z’/UZ

Fore =0€ Zy and 1 < k < n, We shall write Us(r;’k) for the unitary operator
U("E’“ andUt fortheunltaryU y ) on h®"@H. Forn > 1,5 = (81,82, ,8n),t =
(t1,ta, - ,tp): 0§slStl§82§...§sn§tn<oo,§k—(a§k),agk),--- a%i)e
Zy* 1<k<nm=my+me+--4+me=¢ 0P - D¢, € ZY, we define
Us(f% € B(h®™ @ H) by setting

7

S H oy (4.1)

Here U t is looked upon as an operator in B(h®™ @ H) by ampliation and
appropriate tensor flip. So for u = ®}_;u,, v = ®}_,v, € h®™ we have

n
(E)
U&t H Sk tk uk" Vk:

When there can be no confusion, for € = 0 we write Ug ¢ for US(E% Fora,b > 0,8 =

(81,82, ,8n),t = (t1,t2, -+ ,t,) we write a < s,t < bifa < s <t] < 89 <
< s, <t, <b.

Let us assume the following properties on the unitary family Uy, for further dis-

cussion to prove unitary equivalence of U, ; with an HP flow.

Assumption A
A1l (Evolution) For any 0 <r < s <t < o0, U, Uss = U,4.

A2 (Independence of increments) For any 0<s; <t; <oo : i=1,2such
that [Sl,tl) N [82, tg) =y

(a) Us, ., (u1,v1) commutes with Us, 4, (u2,v9) and U , (ug,ve) for every

s2,t2
u;, v; € h.
(b) For sy <a,b<t, s <qr<tyanduveh®, pweh®"¢c
7y, € € 7

(2, U5} (0 v UG (0, w)Q) = {2, U (0, 0)2)(9, U (0, w)<2).



A3 (Stationarity) For any 0 < s <t < oo and u,v € h®" ¢ € Z3

<Qa Us(,ét) (Ea Y)Q> = <Qa Ut(f)s (Ea Y)Q>

Assumption B (Uniform continuity)
limy o sup{[{, (U — 1)(u, )] : [lul, [Jo]] = 1} = 0.

Assumption C (Gaussian Condition) For any u;,v; € h,¢; € Zy: i1 =1,2,3

. 1 € € €
fim (€ (UL 1) (s, o) (U 1)z, v2) (U 1) (5, v5) Q) = 0. (4.2)
Assumption D (Minimality)
The set S = {U&L(Ev K)Q = Usl,tl (uh Ul) T Usn,tn(una Un)Q 8= (Slu S92, 7Sn)7
EZ (tlatQa”' 7tn) 20 S S1 S 2(:1 S 52 S S Sn, S tn < oo, n Z 1)22
QU u;, v = Q" v; € h®"} is total in H.

Remark 4.1. (a) The hypothesis A, B and C hold in many situations, for ex-
ample for unitary solutions of the Hudson-Parthasarathy flow (2.2) with bounded
operator coefficients and having no Poisson terms.

(b) The assumption D is not really a restriction, one can as well work with re-
placing H by span closure of S. Taking 0 < s1 <t; < s, <...<s, <t, <>
in the definition of S C H 1is enough for totality of the set S because : for
0<r<s<t<oo, wehaveUp(p,w)) =, Ups(p,e;)Us(ej, w). So if there are
overlapping intervals [sy,ty) N [Sky1,tri1) # D then the vector & = Ug (u, )2 in
H can be obtained as a vector in the closure of the linear span of S. .

For any n > 1 we have the following useful observations.
Lemma 4.2. (i) For any 0 <r <s <t < oo,
Uyt = Uhusy. (43)

(ii) For any 1 < ky,ky,--- ky <n 1k #k; fori#jand0<s; <t <oo :
i=1,2-.n

(n,e (n,e
H Us tzk u, U H Usl tzk ) H <uj> 'Uj> (44)
JFki
for every u= QI ju;, v = Q" v; € h®" and € € Z5.

(iii)
U =umut, (4.5)

r,s
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Proof. (1) It follows from the definition and assumptions A1l and A2.

(ii) As in proof of Lemma [3.1 (i) by induction (£.4)) can be proved so we are
omitting the proof here.

(iii) Since UT(Z) is a product of Ufg’k) :k=1,2,...n and we have

it is enough to prove that the unitary operators U,SZ’k) and Us(z’l) commute for

k # 1. To see this let us consider the following. By part (ii) and the fact that
Up.s(ug, vg) and Uy ¢(u, v;) commute by assumption A2, we get

URU S (w,v) = Uy (ug, o) Uso(ug, v0) T (e 0i)
ikl

= Uy 4 (ur, 00Uy (g, vi) T (i vi) = UG U (0, v).
ikl

As all the operators U appear here are bounded this implies

Uﬁg’k)Us(z’l) _ Us(ﬁ’”U(”"“).

T8

5 Filtration

For any 0 < ¢ <t < oo, let Hj,q = Span Sj,4, where S|,y C H is given by
{0 = ) = Upy g (ur,01) Uy (00,0)2 € S 1 g < 1,8 < tn >
1,u,v € h®"}. We shall denote the Hilbert spaces Hjo, and Hy ) by Hy and
H; respectively.

Lemma 5.1. For 0 < t < T < oo, there exist a unitary isomorphism =; :
Hy @ Hr — Hry such that

Ui(u,v) = E{Us(u, v) @ 1y, 1 Er- (5.1)
Proof. Let us define a map =, : Hy ® Hp,r) — Hry by
Z¢(&o,g @ () = U;(n@) (u, K)Ug(%/ (p, w)Q2

for &oy = Uz(n§) (0, v)Q € S and (1 = Ug(%,(p, w)2 € Sy, then extending
linearly.
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Now let us consider the following. By assumption A, for {4 and (7} as above
and o, = U {)(X V) € Sy and vy = U;T'L)b' (g,h)Q € Sp,1), we have
(Ze(&po, @ Ce)s Ee(Mog ® 7[t 7))
= (UE (@ UL (0. w)Q UL (x, v
= (2 [ U ", w)] U U (e 0)0)

Q)] U x1)9)
(@, [UIEZ‘S,( w)] Ut (e ))
= (&0, Mo, (Ce.1: Ve 1)) -

Thus we get (Z¢(&jo,q @ e.1))s Ze(Mjo.0 @Vie11)) = (. @ ey 5 Mo,y @) Since
by definition range of Z; is dense in Hrp), this proves Z; is a unitary operator.
Again by similar argument as above, for any u,v € h, we have

(Z¢ o9 @ Cerys Ur(u,v) Z¢ mjo,g @ Y1)
= (Y3 (0, )2, Ui, 0) U (x, ¥)2)

(U3 2 WU (2 1))
= <£[0,t} 9 Ut (u, U)n[07t}> <<-[t,T]7 fy[t7T}>
This proves (B5.1). -

6 Expectation semigroups

Let us look at the various semigroups associated with the unitary evolution {Us+}.
For any fixed n > 1, we define a family of operators {Tt(")} on h®" by setting

(0.1 ) = (U (6,9) Q), Vo, € b
Then in particular for product vectors u = @7 u;, v = Q% v; € h®"
(u, Tt(n) v) = (£, Ut(n)(u> v) ) = (Q, Up(ur, v1)Us(uz, v2) - - - Up(up, vy) €2).
For n = 1, we shall write T} for the family Tt(l).

Lemma 6.1. The above family of operators {Tt(")} s a semigroup of contractions
on h®",

12



Proof. Since Ut(") is in particular contractive, for any ¢, € h®"

(o, T )] = (6 UMy Q)] < [lo]l 1]

and contractivity of T\™ follows.

n)

In order to prove that this family of contractions Tt( is a semigroup it is enough to

show that for any 0 < s <t and product vectors u = @7 u;, v= QI v; € h®"

(u, 7™ v) = (0, Ty,

Consider the product orthonormal basis {ei =¢,R€,® - -Qe, 1 1=
(J1,72, 5 Jn) = J15 725"+ 5 Jn > 1} of h®™. By part (iii) of Lemma [2.1] and evolu-
tion property ([EX) of U™

(w, T v) = (2, U (u,v) Q)

]

= D_(Q U (,e) 2, U3 (e, 1))
il

D Teg) e, Tiw) = (0, TT )
il

The following Lemma will be needed in the sequel

Lemma 6.2. (i) For 1 <k <n,
<Q, Ut(mk) (]2, Z_U)Q) = <]2, lher-y T ® ].h(®n7k:)w>, Vp, w e h®". (61)
We shall denote the ampliation ly@r1 & Ty ® Ly@nn by T,

(ii) Forany1 <m <mn, p,w€ h*"

m

@ (T w) = (2.7 & Ly@n-m w).

k=1
(iii) For any ¢ € h®",

(U™ — 1)¢ @ Q|

(1 =1 ), ¢) + (6, (1 — T,") )
11—l o]

{
<2
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(iv)
(U — 1><z>® Q2

= (1~ >¢@ + (o, (1 - T")g)
<21 =T (o)

(v) For anyv €h
Y (U = 1)(em, 0)Q)* = 2Re{v, (1 = T)o) < 200l*| T = 1)l (6.2)
m>1
Proof. (i) It follows from the fact that for product vectors
(@, U (0, w)Q) = (i, TP wi) [ wi)- (6.3)
i#k
The part (ii) follows from Lemma 2 (ii).
Proof of (iii) and (iv) are similar so we prove only for U™ We have
| = 1) 60

= (69, (U7 = 17U — D)o
< (¢, 12 — (U™ — U"™Me0)  (since UM is in particular contractive)

= (1= T"")p, ¢) + (¢, (1 — T,"") )

Thus the statement follows.

(v) For any v € h

DU = D (em, )0

m>1

= > (2 (U = 1) (v,0)) (U = 1) (em, v) Q)

= (Q, [(U, = 1) (U, — 1)](v,0)Q)
<(Q,[2-U; — Ug(v,v)2)
= (0, 2= T} — TJv) = 2Rev, (1 - T,)v) < 2[lv|21 T3 — 1].

Now we are ready to prove

Proposition 6.3. Under the assumption B the semigroup {Tt(")} 1s uniformly

continuous.

14



Proof. Assumption B on the family of unitary operators {Us,} implies that the
semigroup of contractions {7;} on h is uniformly continuous. To apply induc-
tion let us assume that for some m > 1, the contractive semigroups {Tt(")} are
uniformly continuous for all 1 < n < m — 1. Now, for any ¢, € h®™

(6@ Q, (U™ — 1) ® Q)
m—1
= (p®Q, (HUW U<mm]—1>w®9>
k=1

ni'[ Mo, (U™ -1)ve )
Q, ([1'—[1 Umh) — 1) ¥ ® Q).

Taking absolute value, by Lemma [6.2] we get

(&, (T = L )¥)
< ol I/ 2IT = Lyl + 10, (17 © 18] = Taow ) )
< llgllll [ v2IT =11+ |7 = 1]

So uniform continuity of 7" and 7} implies that 7™ is uniformly continuous.

]
Let us denote the bounded generator of the uniformly continuous semigroup Tt(")
on h®" by G and for n =1 by G.
For m,n > 1, we define a family of operators {Zt(m’n) : ¢ > 0} on the Banach
space B (h®™ h®") by

z{™"p = Try U (p @ |2 >< Q)(U™)], p € Bi(h®", h®").
Then in particular for product vectors u,v € h®™ p, w € h®".
(2 2" (lw >< vl)u) = (U (w02 U (2,w) 9). (6.4)

Lemma 6.4. The above family {Zt(m’")} s a semigroup of contractive maps on
Bi(h®™ h®"). Furthermore, assumption B implies that {Z'™™Y} is uniformly
continuous.

15



Proof. For p € B;(h®™ h®")
12 )y = HTTH[U““ (p® |2 >< QUL
= sup{Y_ (6", TrulUM (p® 12 >< QU™ ) 1ol™)] = {6}

k>1

is an ONB of h®' 1 =m,n}

<s%oz|¢k ® G, UM (p@|Q >< QU™ o™ © )|
¢ ]k>1

< T ® 12 >< QDT
Since for any [ > 1, { Ut(l)} is in particular a contractive family of operators
127 plls < llp @ 2 >< Qll = llo]1.

In order to prove that the family of contractions {Zt(m’")} is a semigroup it is
enough to verify that property for the rank one operator p = |w ><yv| : w =
QP w; € h®" v = @7, v; € h®™. Therefore, it suffices to prove that for p =
Q™ p; € h®" u= Q" u; € h®™

(0, 2™ (p)u) = (p, 2 2 (p)u).

By Lemma [4.2] part (iv) of Lemma 2.1 and assumption A for 0 < s <t, u,v €
h®™ and product ONB {eim) =e;, ® --®ej, } of h®¥™ and {ei:) = Q- -Qey, }
of h®" a

Jk
=D (e (2" (lu >< pley ) e k%Z(m")( )e™)
1k
D 6™ (2 (u > < oD 2 (p)ef™)
1

— Tr[(Z")(|lu >< p)Z"™" ()]
= Trllu >< p| 20" 20" ()
= (p, 2™ 2" (p)u).

16



m?”)

In order to prove uniform continuity of Zt( we consider

1z = 1)(jw >< v])|x
=sup{>_ (6", (Z™" — 1)(jw >< v])oy")| : {0} }

k>1
is an ONB of h®' 1 =m,n}
= sup |0 (67,0, U (67, w)Q) = (o™, v) (6] w)

0]

k>1
<sup Y (U™ = 1o, )0, UM (6, w)Q)|
oW 1>1
+sup Y (6, v Q, (U = 16, w) Q)]
o) k>1

> lu Q2r

< sup [ZH v QH2

10,

k>1 k>1
: :
+sup [y (6" v) ] [ZII(Uf"’—l)( ,i"%wmn?]
oW | k=1 E>1

So by Lemma [6.2]

1z = 1)(Jw >< ¥))]s

< valsl el (VI -1+ iz <)
Now for any p = 3", Ailey” >< ¢/ € Bi(h®™, h®") we have

12 (0) = plh

< VIS A (wm(m) TRV 1||)
k
< Va2l W 1T 1)+ /I 1H) .

O

Thus by uniform continuity of the semigroup T ) and T )it follows that the
semigroup Zt( ™)
We shall denote the bounded generator of the semi-group Zt(m’") by £™™) For
n > 1 we shall write Z™ for the semi-group Z™" on the Banach space By (h®")

and shall denote its generator by £(™. Moreover, we denote the semigroup Zt(l)

is uniformly continuous on By (h®™ h®").

and its generator £ by just Z, and £ respectively.

17



Lemma 6.5. For any n > 1, Zt(") 1S @ Positive trace Preserving Semigroup on

B (h®™).
Proof. Positivity follows from
(w2 (ly >< y)w = 0" (0 )Q* >0V u,v € b
To prove that Zt(") is trace preserving it is enough to show that
Tr(Z(Jn>< ¥])] = (v, ).
By definition and Lemma 2]

Tr(Z”(u><v])] = le 2 (Ju >< v])ey)

= Z <Ut(n) (glm K)Qa Ut(n) (@Im E)Q>
k
= (. U") UM (v, w)).
Since U™ is unitary, we get

Tr(Z (Ju >< v])] = (v, u).

This Lemma gives
Tr(L™p) =0, ¥p € By (h®"). (6.5)

We also need another class of semigroup. For m,n > 1 we define a family of
maps £ on the Banach space By (h®™ h®") by

0= Trn((U) (02 |0 >< Q)U™), Vp € Bh®™ h*) (6.6

So in particular for product vectors u,v € h®™ p,w € h®",
@ B (1w >< vw) = (0") (w 02 (07) (w) ).

Lemma 6.6. For any m,n > 1, {F\™" :t > 0} is a uniformly continuous
contractive semigroup.

Proof. Similarly as for the semigroup Z™". O

For n > 1, we shall write £{™ for the semi-group F,"™™ on the Banach space

B1(h®™) and in particular F; for the semigroup FY on B1(h). We conclude this
section by the following useful observation.

18



Lemma 6.7. Under the Assumption C, for anyn > 3, u,v € h®" e € 7}
1
lim = (€, (U = 1)(ug,v1) - (U™ = 1) (un, v,) Q) = 0. (6.7)

t—0 ¢
Proof. We have
1 €1 €2 *
| = 1), 00) (UL = 1) (w2, va)]"
t

(U — 3)(ug, v3) - (US™ = 1) (wn, 0) Q)

séM&&“—wwhmxw@—wxwmm*mP
(U — 1) (ug, v) - - (U™ = 1) (0, 00) Q1
< Cuy U = 1), 0) (U — 1) (um, 0)]* Q>

t
O = D) e, 00 ) (U = 1)t 00) QP
for some constant Cg,y independent of t. So to prove (6.7)) it is enough to show
that for any u,v,p,w € h and €, € Zy
i (U~ 1), ) (U~ 1) ) P = 0. (6.9)
So let us look at the following
IO = 1) (u, ) (U = 1)(p, w) QY
=«w”—Dwaw”—lmmwﬂxw@—wwmxw”—w@wom
= (U = 1)(p,w) QUL = 1)(u, )] (U = 1), 0) (UL = 1)(p, w) Q).
By part (v) of Lemma 2] the above quantity is
< JJul (U = 1)(p.w) Q. (U = 1)U = 1))(v,0)(UF = 1)(p,w) Q). Since
by contractivity of the family U9, (UO)*U < 1, we get
(U = 1) (u, 0)(UF = 1)(p,w) Q2
< (U = D) (pow) Q. [1 = (U) + 1= U] (0, 0)(UF = 1)(p, w) Q)
= —[lul (U = D) (p,w) Q[T = 1)(0,0)(UF = 1)(p,w) Q)
— ul(UF = 1) (pw) QU = 1) (v, 0) (U = 1)(p,w) Q).
Thus by Assumption C we get (6.8) and the proof is complete. O

7 Representation of Hilbert tensor algebra and
Hudson-Parthasarathy (HP) equation

We define a scalar valued map K on M x M by setting, for (u, v, €), (p,w, €') € My,

K ((u,v,€), (p,w,€)) :=lim 1<(U§§>—1)(g, v)Q, (Uf —1)(p,w) ), when it exists.

19



Lemma 7.1. (i) The map K is a well defined positive definite kernel on M.
(ii) Up to unitary equivalence there exists a unique separable Hilbert space k, an
embedding n : M — k and a x-representation m of M, m: M — B(k) such that

{n(u, v,€) : (u,v,€) € My} is total in k, (7.1)
(n(w v e),n(p,w€)) = K ((w,v,¢), (p,wc)) (7.2)

and
m(u, v, e)n(p,w e) =nu®p, v we®e) — (p, wn(u, v e). (7.3)

Proof. (i) First note that for any (u,v,€) € My, u = ®!" u;, v = Q" v;,
€= (€1,€, - ,€,) We can write

n

(Ut(é) _ 1)(27 K) = H U(e u7,7 Uz H Uy, UZ
=1

=1
= ST W= ) o) ()
1<i<n j#i
+ Z Z H — )%k ( ulmvlk) H<uj>vj>' (7.4)
2<i<n  1<ii<..<im<n k=1 JFik

Now by Lemma [6.7], for elements (u,v,¢€), (p,w,€) € My, € € Z3' and €' € Z3, we

have

K ((u,v,€), (p,w, €)) = lim — <<U<E 1)(w,v)Q, (U7 —1)(p.w) Q)

S | ) H<Pl, wy) lim %((Ut — 1) (ui, v5) Q, (U = 1)% (pj, w;) Q).

1<i<m, 1<j<n k#i 1
Hence existence of the above limit follows from the fact that the semigroups 7;

on h and Z;, F; on B;(h) are uniformly continuous and
«@—1WWMWJQ(%—1)@w%)m
= (U (w1, 0) 2 Uy (pyw0y) ) — (s 0y w)
—{ui, vi)(Q, [(U; = 1)(pj, wy)] Q)
—(Q, (U = 1) (s, v)]2) (pj, w3).

Thus K is well defined on M. Now extend this to the x-algebra M sesqui-linearly.

In particular we have

K((u7 U? 0)’ (p7 w? O))
T, -1 T, — 1

~ L jw >< ol)u) - T o) (o,
= (p, L{jw >< o])u) — [0,0)(p, G w) — [, G ) (p, w). (7.5)
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Positive definiteness follows from the fact that, setting
&) = [0 (s w) = {w w)IQ,

N
Z E,'CjK ((Eiangi)? (EJWKJ"EJ))

ij=1
1 N
= lim = (112 > 0.
lim ~ | 'E_l a&i(B)]IF >0

(ii) Kolmogorov’s construction (Ref. [14]) to the pair (M, K) gives the Hilbert
space k and embedding 7 satisfying (Z.1]). The separability of k follows from ([7.1])
and the verifiable fact ||n(u, v, €) —n(p, w,€)||x — 0 as |lu —p|| and ||v —w| — 0.

Setting m by (.3 we show that the map 7(u, v, €) extends to a bounded linear
operator on k with ||7(u, v, €)|| < |[u| |[¥]|. For any & = "N | ein(u;, v;, ) € k let

us consider

7 (u, v, )¢

(u,v, n(w, v, ), 7w, v, e)n(u;, v, €;))

(&) Eﬁi)>n(g’ v, g)]’

ci{nlu®u,veyv,ede) — (0", v

N
> aiei(n
i,7=1

N
Z cici|
i,j=1

Mu®u,vev, ede;) — <u§-§j),y§-§j))n(u, v, €)])

N
1 €; € €5 i
=lim 5 37 ey (U7 O, v U~ 1, v) 2 U @O v 07— 1w
1,7=1
= lim —(o(1), [U/ (), )" U (', ) (1))

() v € H. In the above identities we

)

where ¢(t) = Zivzl ci[Ut(E") — 1](u
have used the fact that for any ¢ € Z3', « € Z5 and product vectors pl9, w'e €
h© x(@ yl@) ¢ h@

[U£92 — 1] (p @ x@, w©) @ y@) — (x(@) X(g)>[Ut(§) —1])(p©, w®)
_ Ut(é) (E(E)7E(§)>[Ut(g) _ 1}@(&)&(&))' (7.6)
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Since U (1@, v(9) has its norm bounded by [[u]|? [[v]|> we get
1
7 (u, v, ©)&]1* < [lul” ||X||211_{%;||¢(t)||2

= Z CiCj Ilfln’ol (&) 1](E§§¢)7K§§i))97 [Ut(éj) _ 1](E§~§j),X§-§j))Q)
i,7=1

= [lul|® [lvl*/I€]f?
which proves that 7(u,v, €) extends to a bounded operator on k with

I (w, v, )| < [uf} vl

In order to prove that 7 is a s-representation of the algebra M it is enough
to show that for any ¢ € ZJ', ¢ € Zy, ¢’ € 7Z3 and product vectors p,w €
h®™, p, w' € h®",x,y € h®

(i) m(u,v,e)m(p,w, €)n(x, v, ") =m(u®p, v W, e ® €)n(x,y,€")
(ii) (r(u,v, en(p,w,€), n(x v, €)= e w, ), 7(u, v,e)Inx v "))

By the definition of 7

m(u,v, e)m(p, w, €)n(x, v, €")

=1y, )npe@x,wey, e ®) — (x,v)npw,¢)]
=nuRDPRXVOWRY,eDe D) - (DOX, WY)W, YV, ¢€)
—(xVNNuODvOwW,e®e) — (D, w)n(u, v, e
=nuRpPAX,VOWRY,eDe Be) — (x,y)N(uURp,vO W, eD€)

and (i) follows. To see (ii) let us look at the left hand side. By (Z.6))

(m(u, v, 6)77(12,W €), n(x v, €"))
= lim - <U< (u,v)(UE = 1)(p,w) Q, (UF —1)(x,v) Q)

= lim <(U* D w) QU; (v, 1)U —1)(xy) Q)

t—0 ¢t

Thus



Lemma 7.2. (a) For any (u,v,¢€) € My, u= @} u;, v = @ v;

and € = (€1, €2, -+ , €p)

n(w v e) =Y [ [ ve)n(ui, vi,e) (7.8)

i=1 ki

(b) n(u,v,1) = =n(u,v,0), Yu,v € h.

Proof. (a) For any (p,w,€') € My, by (Z4) and Lemma [671, we have

Since {n(p,w,€) : (p,w,€') € My} is a total subset of k, (7.8]) follows.

(b) For any u,v € h, (p,w,€) € My, we have

(n(u,v,1),n(p,w,€) + (n(u,v,0),n(p, w, €)
= lim (U, + UF — 2)(u, 0)Q (U~ 1)(p,w) )

t—0

t—0

= —lim %([(Ut* - 1)U — D)|(u,v)Q, (Ut(é) —1)(p,w) Q) (since U, is unitary)

— lim- > (U = 1)(em, ), (U = 1) (e, v) (U = 1)(p, w) Q).

t—0 t
m>1

That this limit vanishes can be seen from the following

5 S = e, w9, (U = e, 0)(UF = 1)(p,w) D

m>1

< 3 U= Dem @ Y 0 = Diem o) UL ~ Do)

m>1 m>1

By Lemma [6.2] (v) and Lemma 2.1 (iv) the above quantity is equal to

2Refu, ~——u) (U = Do) 0,107 = V(T = D], 0) (0~ )l w) 9)
< 2Refu, L) (U~ o) 0,2 - UF = U)o, 0)(U ~ (o) )
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Therefore, since T; is continuous, by Assumption C

lim = S0 = 1) w2, (Us — 1) 0) (U — 1)(p,w) 2) = 0.

t—0 t
m>1

Thus <7I(Ua v, 1)7 U(Ev w, E) = _<7I(Ua v, 0)7 U(Eu w, §> AS {77(127 w,€: (Eu w, E) € MO}
is total in k, n(u,v,1) = —n(u,v,0). O

Remark 7.3. Writing n(u,v) for the vector n(u,v,0) € k,
Span{n(u,v) : u,v € h} =k. (7.9)
Remark 7.4. The x-representation © of M in k is trivial

m(u, v, €)n(p, w, €) = (u, V)1 (p, w,€) (7.10)

Now we fixed an ONB {E; : j > 1} for the separable Hilbert space k. Then we
have the following crucial observations.

Lemma 7.5. (a) There exists a unique family {L; : 7 > 1} in B(h) such that
(1, Lv) = (Epp(u,0)) and 5,0, 1Ll < 2[Gllull’, ¥ u € b, so that
2]21 LL; converges strongly.

(b) The family of operators {L; : j > 1} is linearly independent, i.e. 3., ¢;L; =
0 for some ¢ = (¢;) € I*(N) implies ¢; = 0, Vj.

(c) If we set iH =G + 3 > is1LjL; then H is a bounded self-adjoint operator
on h.

Proof. (a) By (.H), for any u,v € h

(s, v) ||

= (u,£(|v >< UD”) o <U,’U><U, G U) - <U7G U><U7U>

< (Ll + 201G Hlull® flolf*.

So for each j > 1, the map n;(u,v) := (£;,n(u,v)), defines a bounded quadratic
form on h and hence by Riesz’s representation theorem there exists a unique
bounded operator L; € B(h) such that (u, L;v) = n;(u,v). Now consider the
following

Z | Ljul® = Z Imjen,w)* = [In(ex, u)|”

k
= Z [ (ex, L |u >< ul)eg) — (ex, u){ex, G u) — (ex, G u){ey, u) ]
= TT£(|u ><ul) — (u, G u) — (u, G u).
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Since Z; is trace preserving

Z 1Zjull® = —(u, G u) = (u, G u) < 2G| [lul (7.11)

(b) Let >_.., ¢;L; = 0 for some ¢ = (c;) € I*(N). Then for any u,v € h we have

:<U,chLjv>:ZCJULU ZCJ i 1w, v)

Jj=1 j=1 j>1
Since Span{n(u,v) : u,v € h} =k, it follows that } .., ¢;F; = 0 € k and hence
Cj = 0, \V/]
(c) The boundedness of G and (Z11]) imply that > .., L7L; is a bounded self-
adjoint operator and hence H is bounded. For any u € h by the identity (Z.11])

(u,(2G+ > LiLj)u)

= (u, 2Gu) +ZHL ul)? = (u, Gu) — (Gu, u)

—((2G + Z LiLj)u,u

Jj>1
Thus (u, Hu) = (Hu,u) and by applying the Polarization principle to the sesqui-
linear form (u,v) — (u, Hu) it proves that H is self-adjoint. O

Lemma 7.6. The generator L of the uniformly continuous semigroup Z; on By (h)
satisfies
Lp=Gp+pG"+Y LipL;, Vp € Bi(h). (7.12)

i>1
Proof. By (4), for any u,v,p,w € h we have
(n(u, v),n(p,w)) = > (u, Lyv)(p, Ljw)
j=1

= (p, L(lw >< v])u) = {u,v){p, G w) — (u, G v)(p, w),
which gives

(p, L(|lw ><v]) u)
= (p, |Gw >< v| u) + (p, |lw >< Gv| u) + Z(p, |Ljw >< Ljv| u)

Jj=1

= (p,Glw >< v| u) + (p, |lw >< v|G* u) + Z(p, Ljlw >< v|L} u).

j>1

Since all the operators involved are bounded (Z.12]) follows.
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7.1 Associated Hudson-Parthasarathy (HP) Flows

Recall from previous section that starting from the family of unitary operators
{Us.+} with hypothesis A, B, C we obtained the noise Hilbert space k and bounded
linear operators G, L; : 7 > 1 on the initial Hilbert space h. Now define a family
of operator {L¥ : u,v > 0} in B(h) by

G =il =15, Ll for (1) = (0,0)

ij _ Lj for (:U“a V) (]70) (713>
_LI: for (:U“v V) (Oa k)
0 for (u,v) = (4, k).

Note that the indices p, v vary over non negative integers while j, k vary over non
zero positive integers.
Let us consider the HP type quantum stochastic differential equation in h ®
(L3R, k)):

Voe = lhar + 3 Vs,rLgA;(dr) (7.14)

pw>0"3

with bounded operator coefficients L given by (ZI3). By Theorem 22 there
exists unique unitary solution {V;,} of the above HP equation. We shall write
Vi := Vo, for simplicity. The family {V";} satisfies:

AV =3 (Lo VAL (dt), Vi = Tner (7.15)

w20

and for any u,v € h, V,,(u,v) and V;(u,v)* satisfy the following gsde on I' :

= > Vaalu, LEv)As(dt), Vi(u,v) = (u,v)1r. (7.16)
n,v>0

d‘/:t(u,v) = Z ‘/;:t(LZU,U)AZ(dt), ‘/;s(uuv)] = <U,’U>11". (717>
w,v>0

As for the family of unitary operators {Us .} on h@H, for e = (€1, €2, - - , €,) € Zj
we define VS(? € B(h®" @ I') by setting VS(? € Bh®T) by

V) =V,, for e=0
=V fore=1.

We shall write V. for V9, 0 € Zp.
Lemma 7.7. The family of unitary operators {V; .} satisfy

(i) Forany0<r<s<t<oo,V,t =V, Vis.
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(i) For [q,r) N [s,t) = &,V (u,v) commute with Vi (p,w) and Vs¢(p,w)* for
every u, v, p,w € h.

(iii) For any 0 <s <t < oo,
(e(0), Vs(u,v)e(0)) = (e(0), Vi—s(u,v)e(0)) = (u, T;_sv), Yu,v € h.

Proof. (i) For fixed 0 <r < s <t <oo, weset W, =V, ;Vipand W, =V, ;.
Then by (ZI4) we have

=V + Z/V Vi LEAY (dg)

w,v>0

= TS+Z/W LEAY(d

w,v>0

Thus the family of unitary operators {W,.,} also satisfies the HP equation (Z.14))
and, hence by uniqueness of the solution of this qsde, W, = V,;,Vt > s and the
result follows.

(ii) Forany 0 < s <t < oo V;; € Blh®I'|yy). So for p,w € h, V,,(p,w) €
B(I's,4) and the statement follows.

(iii) Let us set a family of contraction operators {S,,} on h by
(u, Sy 0) = (u® e(0), Vyy0 @ e(0)), Yu,v € h.

Then for fixed s > 0, this one parameter family {gs,t} satisfies the following
differential equation
dS;.
dt
where G (= LY) is the generator of the uniformly continuous semigroup {7;} so

= s,tG

§8,t = T,_s and this proves the claim.
O

Consider the family of maps Zs,t defined by
Zoap = Tri[Vas(p ® [€(0) >< e(0)|)Vy5], ¥p € By(h).

As for Z,, it can be easily seen that Zsﬂg is a contractive family of maps on By (h)

and in particular, for any u,v,p,w € h

(P, Zos(|w >< 0]) u) = (Vig(u, v)e(0), Via(p, w)e(0)).
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Lemma 7.8. The family Z, = ZO,t is a uniformly continuous semigroup of con-
traction on Bi(h) and Zsy, = Zy_s = Z;_,.

Proof. By (7.16]) and Ito’s formula

(P, [Zes = U(Jw ><0]) )
= (Vaa(u, v)e(0), Vs r(p, w)e(0)) — (u, v){p, w)

=/<V;,T(u,v)e(0),X/L,T(p,Gw)e(O))dT+/ (Vi (u, G)e(0), V- (p, w)e(0))dr

+ [ Vol Lio)e(0). Virlp. Lwe(0)) r

t ~ ~
_ / (9, Zoo(|Gw >< v)) u)d7+/ (9, Zon(w0 >< Go]) wydr

¢
+ / (p, Zs+(|Ljw >< Ljv|) u)ydr

j>1v5
t
= / (p, Zs L(Jw >< v|) w)dr,

where £ is the generator of the uniformly continuous semigroup Z;. Since the
maps £ and Z,p : 0 < a < b are bounded, for fixed s > 0, Z,, satisfies the

differential equation

t
Zulp) =0+ [ ZisLlp)ir, p e B

s

Hence Z, is a uniformly continuous semigroup on B;(h) and th =7 o=T ..
O

8 Minimality of HP Flows

In this section we shall show the minimality of the HP flow V, discussed above.

We prove that the subset §" := {¢ = Vgt (u,v)e(0) := Vi, ¢, (w1, v1) - - Vs, 1, (n, v )€(0) :

s = (81,82, ,8n),t = (t1,t0, - ,tn) : 0< 51 <t; <s9<...<5s, <1<
oo,n > lu= Q" u,v=_Q",v €h®"} is total in the symmetric Fock space
(AR, k)).

We note that for any 0 < s <t <7 < 0o, u,v € h by the HP equation ({14

Ve — 1)(w, v)e(0)

t_
{Z / Via(u, Ljv)al(dX) + / Vi(u, Gu)dA}e(0)

1
= (s, t, u,_v) + (u, Gv) e(0) + ((s,t,u,v) + (s, t,u,v), (8.1)

t—s
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here these vectors in the Fock space I' are given by

v(s,t,u,v) == i j>1<u,L»v)aT-([s,t]) e(0)

C(s,t,u,v) == 7= 300y [1(Vea — 1)(u, Lyv)al(d)) e(0)

(s, t,u,v) = ﬁ (Vir — 1)(u, Gu)dX e(0).
Note that any & € T' can be written as £ = £éQe(0) @ W @ -+, ¢M is in the
n-fold symmetric tensor product L*(R,,k)®" = L*(%,) ® k®"), where ¥,, is the
n-simplex {t = (t1,t9, -+ ,t,) : 0<t; <ty <...<t, <00}

Lemma 8.1. Let 7 > 0. For any u,v € h,0 < s < t < 7, define constants
Cr =2¢" and Cr, = C {31 | Ljvl]> + 7I|G v|*}. Then

1(Vee = Dve(0)[|* < Crolt — 5). (8.2)
b. For any u € h

||Z/ Vi a(u, Lyv)al (d0)e(0) 2

j>1

< O llull? Z/ IVarLyo @ e(0)]? dA

j>1

Cr(t = s)lull* Y 1L50]1%

Jj=1
Proof. a. By estimates of quantum stochastic integration (Proposition 27.1, [14])

(Vi = 1)ve(0)]f?
=15 [ Vaalsal@) ve®)+ [ ViaGan (o)

j>1

<c. / (3 L0 + Gol[2an

5>

= C,,(t —s).
b. For any ¢ in the Fock space I'(L*(R,, k)),

¢Z/ Varlu, Lyv)al (dN\)e(0))

{u® ¢, {Z/ VisLjal(dX)}ve(0))?
< lu® ¢l ||{Z/ ViaLjal(dX)}oe(0)]|*.
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By estimates of quantum stochastic integration the above quantity is

< Coluw o Z/ IVarLve(0)2 dA.

7>1

Since ¢ is arbitrary and V; \’s are contractive the statement follows.

Lemma 8.2. Let 7 > 0. For anyu,v € h,0<s<t<r
(@) [[(Vey = D(u,v) e(0)]|* <20 [lull*(t - s).

(b) sup{||¢(s,t,u,v)[|?: 0< s <t <7} <00 and
ls(s, t,u, v)|| < |Jull\/2Crco(t —s), VO<s<t<T

(c) For any € € D(LA(Ry, k), lim, (€, (s, u,0)) = 0 and

lim(€,5(s, £, 0,0)) = Y L)V (0) = (€0(0) nla o), ace. 20

Jj=1
Proof. (a) By identity (81) and Lemma 81l (b) we have

[(Vee = D(w,0) e(O)]
—||Z/ Vau(u, Lyv)al(da) e(0) + /v;awav) e(0)da?

j>1

< 2||Z/ ol Lv)al (da) e(0)]? + / Vs, Gv) e(0)]da]?

j>1

< 2ulP[Cr(t = 5) Y N Lyoll* + [(t = s)IIG wll]?]
j>1
<20, |Jul?(t — ).

(b) 1. As in the Lemma Bl (b) we have

1(s, ¢, u,0)||* = i : (Var = 1)(u, Lyv)aj(dX) e(0)]”

Jj=1
Jul? t 2
< Gyl 2 [ I =1L e
=179

Now by Lemma [8.1] (a), the above quantity is

C||lul?
=T - s@z S°C(t = {3 Lol + 711G L o]’}
j>1

i>1

< Gl Y ILiLyol* + 7Y IIG Ly ]},

j>1 i>1 j>1
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Since 3, [I1L; v[|* = —2Re(v, Guv), the above quantity is bounded and is inde-
pendent of s, t.
2. We have

lls(s, t,u,v H Vi — 1)(u, Gu)dX\ e(0)]|

Vix — 1)(u, Gv) e(0)||dA.

By (a) the estimate follows.
(c) 1. For any f € L*(Ry, k). Let us consider

(e(),Clstu,v)) = (el f), t% > [ ea = Dl Livjal(@) e(0)

Z / F00(e(f), (Vo = D(u, Liv) e(0))dA

]>1

1
- / G(s, \)d,

t—s

where G(s,A) = >_ 5, fi(A){e(f), (Vsx—1)(u, Ljv) €(0)). Note that the complex
valued function G(s, A) is uniformly continuous in both the variables s, A on [0, 7]
and G(t,t) = 0. So we get

lim(e(f),((s,t,u,v)) = 0.

s—t

Since ((s,t,u,v) is uniformly bounded in s, t
}gi{)r%(f,{’(s,t,u,v)) =0,V¢ eTl.
2. We have
(&, ~(s,t,u,v)) ——ZuL /5 (8.3)
j>1
Since

1S G, Lo)eD @0 <l 37 Lol 21D @) < Cllol21€D ()2,

i1 j>1

the function >, (u, Ljv)@(-) is in L? and hence locally integrable. Thus we
get L
lim (€, 7(s, ¢, u, v)) = >, Liv)el (1) ae. t>0.

j>1
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Lemma 8.3. Forn > 1, te€ X, andu,vy €h: k=1,2,--- n & € [(L*(R., k))
and disjoint intervals [sy, tx),

(a) hm§—>z<€7 HZ:l M(Sk7 tka Uk, Uk) 8(0)> = Oa

where M(Sk, tk, U, Uk) = %(uk, ’Uk) - <uk, G ’Uk> - ’)/(Sk, tk, Uk, ’Uk) and

lim§_)_t means S, — t for each k.

(b) hm§—>lf<€7 ®Z=17(Ska Tk, Uk, Uk)> = <§(n) (tla o, -+~ >tn)7 n(ula Ul)®' : ®77(un7 ’Un)>

Proof. (a) First note that M(s,t,u,v)e(0) = ((s,t,u,v)+ <(s,t,u,v). So by the
above observations {M (s, t,u,v)e(0)} is uniformly bounded in s, ¢ and

lim, . (e(f), M(s,t,u,v)e(0)) = 0,Vf € L*(Ry, k). Since the intervals [sy, t1)’s
are disjoint for different k’s,

(e(f), T M (ks tio s e2) €(0)) = L[4 i) M(ses o) €(0)
k=1 k=1
and thus limg ¢ (e(f), [Ti—y M (sk, tk, ur, vr) €(0)) = 0. By Lemma 8.2} the vec-
tor [ [o—; M (Sk, tg, ug, vx) €(0) is uniformly bounded in s, ¢ and the convergence

can be extended to Fock Space.

(b) It can be proved similarly as part (c) of the previous Lemma.

O
Lemma 8.4. Let £ € I' be such that
(£,¢)=0, V(e &, (8.4)
Then
(i) €0 =0,

(ii) EW(t) =0, for a.e. t €0,7].

(iii) For anyn >0, EM(f) =0, forae t€ %, t; <.

(iv) The set S is total in the Fock space I'.

Proof. (i) For any s > 0, Vs = lugr so in particular (84) gives, for any u,v € h
0= (£, Vas(u,v)e(0)) = (u, v)§©

and hence £ = 0.
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(ii) By ®4), (& [Vst— 1J(u,v)e(0)) =0 forany 0 < s <t <7 < oo,u,v € h.
By HP equation (T.I4]) and Lemma [ we have

0=l (&, (Ve — 1)(u, 0)e(0)

= ", Lw)e () =D i (u,0)ElN (1)

j=21 j=21

So (¢W ( ),n(u,v)) = 0,Vu,v € h. Since {n(u,v) : u,v € h} is total in k it follows
that EM(t) =0for 0 <t < 7.

(iii) We prove this by induction. The result is already proved for n = 0, 1. For
n > 2, assume as induction hypothesis that for all m < n — 1, €™ (t) = 0,
forae. t € ¥, : t; < 71,4 =1,2,---,m. We now show that £ (t) = 0, for a.e.
ted, ;<71

Let 0<s1<t) <so<ta<...<s,<t,<7Tandu,v; €Eh:i=1,2--- n. By
([B4) and part (i) we have

€>H Voo = uk,vk) e(0)) = 0.

k=1 tk_sk
Thus
0= lim(¢ Wopt = 1) u,v e(0 8.5
Sﬁt tk—sk kvk) €(0)) (8.5)

= lim (¢, H{M Sk by Uk, V) + (g, G ) + (88, tr, us, vr) b €(0)).
573 k=
Let P,@Q, R and P’, R’ be two sets of disjoint partitions of {1,2,---  n} such that

@ and R are non empty. We write |S| for the cardinality of set S. Then by
Lemma B3] (b) the right hand side of (83) is equal to

Z(g(l}z'n(t%’ . ,tr"R,‘)a®keR’77(uk>vk)> H (ug, G vg)

PR/ kepP’

+lim > [ (e G on) TTIM (s ties i vn)} T { (st s v0) ) €(0)).

S=L PO R kep keQ kER

Thus by the induction hypothesis,

0= <§(n)(t1a to, - >tn)> 77(U1> 'Ul) & 77(“n> 'Un)> (86)
+1im Y (& [T e G ve) TTAM (st w0} [ [ (50 s s 00) ) €(0).
SSLPoR  kep keQ keR
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We claim that the second term in (8.6]) vanishes. To prove the claim, it is enough

to show that for any two non empty disjoint subsets Q = {q1,¢2,--- ,qq}, R =

{7’1,’/“2,"' ’I“‘R|} Of{l 2 n},
hm (€ TTEM (s tg g, ve)} [T{7 (50 trs i 00)} €(0)) = 0.

2T geQ reR
Writing ¢ for the vector [] c,{M(sy,tg, uq, vy) }e(0), we have

(€, H{M(Squ tg, U, vg) } H{V(Srv tr,ur,vp)t €(0))

qeQ reR
1 Srylr 77 u?”? ,UT’
— (6,6 ® @, bt )y
t, — S,
1 Srylr 77 u?”? ,UT’
— (66 ® @, et )y
t, — S,
Loy t,1m (U,
_Zg(l l\R|®®TeR[ ;]_(S )>
I>|R| " "
_ Lis, 411 (U, vr)
= (D (€0, 1), @, ep =),
lZ‘Rl I8 I8

Here ((¢® U=I1EDY) € L2(R,, k)®® is defined as in (2.) by
{0, 01, 10 ) = (60,0180 g A0y

= / <£(l)(:€1,$2, e 7$l), w(l—m\)(xl, To, - 7xl—\R|) ® P(|R‘)(5L’l—\R|+17 T
Py}

for any plf) € L2(R, k)17l
By Lemma B3 (a),

lim (¢, H{M(Stptqa Uq; Vg) } H{V(Sratra ur,vr)} €(0)) =0.

Sqg—t
e qeEQ reR

(8.7)
(8.8)

(8.9)

1))ker dx
(8.10)

However, we need to prove (8.1) where the limit s — t has to be in arbitrary

order. On the other hand, by (8.8)) and ([8.9) we get

lim lim (¢, H{M Sqs tgs Ugs Vg) }H{V Spytr,up,vr) o €(0))

Sq—tlq sSr—tr

q€Q reR

15- . ry YUr
~ i lim (37 ({0, IR, @, ot 0

Sq—tq Sr—tr t, — s
12| T

~ lim lim </2 (S (€D, SR (1, 2, - 1),

Sq—tq sSr—tr

IRl 1>|R]
Ls, 0 (zr) n(up, vr
e L) )y
= 8113 <Z (€O pU=1BDYY g o s trimy)> @rerN (U, Ur)),
© IR
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for almost all t € Yz|. We fix t € ¥|g and define families of vectors §<l> 1 >0
in L*(Ry,k)® by

5(0) = <€(‘RI)(tr1a e ,tr\R\)a ®TERT](UT’>'UT’)> € C
g(l)(l'la To, - al'l) = <<§(IR‘—H)($1> o, X, tT’l’ Y ’tT\R\)’ ®T€Rn(ur’ UT)>>’

which defines a Fock space vector E Therefore, from (8.11]), we get that

lim Tim (&, TT{M (sq tg, g ve)} [T 10 (50 b, 0)} (0)) = lim (€, 4)

Sq—tq Sr—tr 20 reR Sq—tq
= shiré (€, [H M (4, tq; ug, vg)] €(0)),
q q
q€@

which is equal to 0 by Lemma R3] (a). Thus from (8.6) we get that

<£(n)(t1’t2’ e 7tn)7n(uluvl> ® e ® n(unjvn)> — O

Since {n(u,v) : u,v € h} is total in k, it follows that £ (t;,ty,--- ,t,) = 0 for
almost every (t1,ta, -+ ,t,) € X, 1t < T O

(iv) Since 7 > 0 is arbitrary ¢™ = 0 € L*(R,k)®" : n > 0 and hence & = 0.
Which proves the totality of S" C T'.

9 Unitary Equivalence

Here we shall show that the unitary evolution {U,;} on h ® H is unitarily equiv-
alent to the HP flow {V;;} on h ® I'(L*(R,,k)) discussed above. Let us recall
that the subset S = {§ = Ug(u,v)Q = Uy, 4, (u1,01) -+ - Us,, 1, (U, 00)Q 2 8
(51,89, 2 8n) b = (b, ta, - o t) 0 0< 5 <t <5< ...<s, <t <o00,n>
L,u= Q" u;,v=Q" v € h®} is total in H and the subset
8 = ¢ = Ve (1, 0)e(0) = Viy 1y (01, 01) -+ Ve, (1, 0)e(0) :

u,v e h® s = (s1,82, -+ ,8,),t = (t1,t2, - ,t,)} is total in T

Lemma 9.1. Let Ug 4(w, )2, Uy y(p,w)Q € S.

Then there exist an ;ﬁtegerm > 1_, Zz = (ar,as, * ,am), b= (b1,ba, -+ ,by): 0<
a1 < b <a < ...<a, <b, < oo, an ordered partition Ry U Ry U R3 =
{1,2,---,m} with |R;| = m; and a family of product vectors z;, , y,, € h®™ ™2 ky >
Lil=1,2---,my+ma, gy,h, €E™2 Jy>1:1=1,2,--- ,my+mg such
that

Ustlw )= T] Uawr(ns om) (9.1)

k- lER1UR>
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Z H Uar,b (Gry> k). (9.2)

k l€R2URs

Proof. This follows from the evolution hypothesis of the family of unitary oper-
ators {Us}. O

Remark 9.2. Since the family of unitaries {Vs+} on h®I', enjoy all the properties

satisfied by the family of unitaries {Us,} on h @ H, the above Lemma also hold
if we replace Usy by V4.

Lemma 9.3. For Ugy(u,v), Ug y(p, w)2 € S.

(Us t(uw, ©)Q,Ug ¢ (p, w)2) = (Vs (1, v)€(0), Vy ¢ (p, w)€(0)). (9.3)
Proof. We have by previous Lemma and Assumption: A
(Ugt(w,v), Uy (0, w)2)
= Z H <sz a (xkﬂ ykz>Qv Q> H <Ubl—al (xkzv ykl)QUbl—az (gkzv hkz)Q>
k l€R

lER>

U)

H Q, Up—a, (g b )S2)
cRs

Z <Tbl_alykl7xkl> H <gklv Zbl—fll(|h'kl >< ykl‘) xkl> H <gklval—alh’kl>
k leR l€ERs leR3
=> H (Vormar (1, y2,)€(0), €(0)) T T {Var—ar (2, 41)€(0) Viy—ar (91, ht )e(0))
k €Ry lERy
H ‘/E)l a gknh’kl) (0)>
€R3

Now by Remark (0.2]), the above quantity is equal to (Vg ¢ (1, v)e(0), Vg, ¢ (p, w)e(0)).

Theorem 9.4. There exist a unitary isomorphism = : h®@ H — h® I' such that
Uy=="V,Z, V t>0. (9.4)

Proof. Let us define a map = : H — I' by setting, for any § = Ug¢(u,v)Q2 €
S, Ef:=V5¢(u,v)e(0) € S and then extending linearly. So by definition and
totality of 87,_the range of = is dense in I'. To see that = is a unitary operator
from H to I' it is enough to note that

(ELEL) =),V es (9.5)
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which is already proved in the previous Lemma.
Now consider the ampliated unitary operator 1, ® = from h ® H to h ® I' and
denote it by the same symbol Z. In order to prove (@.4)) it is enough to show that

(wR&Uwel)=EZu®l),VEve)),V uvehll eSs. (9.6)
Note that = U;(u,v)¢" = Vi(u,v) 2 &'. Now by unitarity of =, we have

<U ® 57 Utv ® §,> = <§a Ut(u>v)§,> = <E 5, = Ut(uvv)€/>
=E&{ Vi) E) =w@ELVveEL) = (Ewe), Vi Evel))

O
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