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Abstract

We present a new technique for content based image re-
trieval using motif cooccurence matrix(MCM). MCM is
derived using a motif transformed image. The whole im-
age is divided into 2�2 pixel grids. Each grid is replaced
with the scan motif which minimize the local gradient
while traversing the 2 � 2 grid forming a motif trans-
formed image. MCM is then de�ned as a 3 dimensional
matrix whose (i,j,k) entry denotes the probability of �nd-
ing a motif i at a distance k from motif j in the trans-
formed image. Conceptually the motif cooccurence ma-
trix is quite similar to color cooccurence matrix (CCM).
MCM performs much better than CCM since it captures
the third order image statistics in the local neighborhood.
Experiments con�rm that use of MCM considerably im-
proves the performance of CBIR system.
Keywords: Content-based Retrieval, Peano

Scan, Optimal Scan, Image Query.

1. Introduction

Images are being generated today at an ever increas-
ing rate by a variety of sources. A content based image
retrieval (CBIR) system is required to retrieve these im-
ages e�ectively and eÆciently. Such a system helps the
user to retrieve relevant images based on visual proper-
ties such as color, texture and pictorial entities such as
the shape of an object in the picture.
The prime goal of the CBIR system is to construct

meaningful descriptions of physical attributes from im-
ages. Physical features and mathematical features are
two such typical descriptions. Many research e�orts have
been made to extract physical features such as color, tex-
ture, edge, structure or a combination of two or more.
The majority of the proposed solutions are variations of
the color histogram[1] initially proposed for object recog-
nition. Since color histogram lacked spatial information
these methods were liable to produce false positives spe-
cially when the database was large. An attempt to pro-
vide spatial information was made in color correlogram

[2,3]. The color correlogram is a three dimensional ta-
ble where the (i; j; k) entry speci�es the probability of
�nding a pixel of color j at a distance k from a pixel i
in the image. Color cooccurence histogram[4] is just a
normalized version of the color correlogram.

Swain and Ballard[5] proposed a CBIR system called
color indexing that is based on color distribution. This
algorithm assumes that the spectral content is held con-
stant since the color distribution over an image depends
on illumination. Another attempt to mix one or more
features was done by Tieu et al.[6]. They proposed a
mechanism for computing a very large number of highly
selective features and comparing these features for some
relevant images and using only those selected features
which capture similarity in the given relevant images for
image retrieval. The disadvantage of these methods is
that the image transform or feature transforms are not
invertible. Moreover the feature space is not illumina-
tion invariant.

Researchers have also attempted retrieving images on
the basis of fuzzy logic. Wu et al.[7] proposed an appro-
priate fuzzy feature space and described the query pro-
cessing in this feature space and indexed images using a
complex fuzzy feature vector. Santini et al.[8] also pro-
posed a similarity measure based on fuzzy logic. They
used a fuzzy feature contrast model to assess the proper-
ties of fuzzy judgment and used a fuzzy measure to deal
with dependencies among properties.

An alternate scheme for CBIR is to use mathemati-
cal features, unlike physical or geometrical features dis-
cussed so far. Such mathematical features could be ei-
ther parametric or non-parametric. An example of para-
metric features could include modeling the data as an
auto-regressive process. For non-parametric features,
the data size is often very large, and it is practical to
represent an image in a lower dimensional feature space.
Principal component analysis[9] is one such way to re-
duce the dimension mathematically and to identify sim-
ilar properties in images.

We present a new technique where image is retrieved



using the motif cooccurence matrix(MCM). The original
image is divided into 2 � 2 grids. These grids are then
replaced by a Peano scan motif which would traverse
the grid in some optimal sense. Here the optimality of
the Peano scan is with respect to the incremental dif-
ference in intensity along the scan line minimizing the
variation in the intensities in a local neighborhood. In
general 24 di�erent Peano scans(motifs) could traverse a
2�2 grid. But we consider only the Peano scans(motifs)
which start from the top left corner of the grid because
they represent a complete family of space �lling curve.
The transformed image is used to calculate the proba-
bility of �nding a motif i at a distance k from a motif
j. The distance between the MCMs of two di�erent im-
ages is used as the similarity measure while retrieving
the images from the database.
This paper is organized into 5 sections. Section 2 dis-

cusses how to form MCM for a given image . Section
3 presents the details of processing and retrieval strate-
gies. We present the results and discuss them in section
4. The paper concludes in section 5.

2 Optimum Peano Scanning

Peano scans are a set of recursively de�ned space �lling
curves, spanning over a bounded and simply connected
subset of points in two or higher dimensions. Each
Peano curve, by de�nition, is a topological equivalent of
a straight line passing through any point exactly once,
and spans over the entire set of points in the bounded
subspace.

2.1 Optimal Scan pattern

Our e�ort in search of an optimal Peano scan could be
introduced with the following example. Consider a sim-
ple run length coding or di�erential pulse code modula-
tion (DPCM) system used for transmitting a rasterized
(video raster) image. The compression system will be
maximally e�ective if the image is made of large number
of horizontal runs (constant valued streaks). However,
if the underlying image was rotated by 90Æ about the
axis normal to the image plane, before it is rasterized,
then the overall compression would drop signi�cantly,
and the entropy of the output would not be as low as
that of the input data. Suppose if the rasterized was able
to detect the instance and scan the data top-to-bottom
and left-to-right, in place of its normal left-to-right and
top-to-bottom scanning mode, and instruct the receiv-
ing end of the change in scan pattern, then the overall
performance improves dramatically. The approach will
face its limitations when the image data manifests as a
collection of regions, each made of vertical or horizontal
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Figure 1: Primitive scans(called motifs) which would be
used to traverse a 2�2 grid.

runs of unknown values, size and location. Then, one
would seek a scheme that will adapt the scan direction
locally whenever it detects the need for adaptation.
The locally adapted scan should be such that it mini-

mizes the variation of intensities along the line of scan.
Therefore we use one of the 6 primitive scans, shown in
�gure 1 to scan the 2� 2 grids of the image. The overall
e�ect called motifs in this paper, of using the scan op-
timal to a certain grid to scan the image is to minimize
abrupt variation in intensities along the scan resulting
in compaction of the spectral energy into low frequency
end of the spectrum. E�ectively, the image has been
transformed into a newer form whose spectral content
is concentrated on a narrower zone than the original.
Broadly speaking, we locally permute the data to reduce
the spectral variation without violating the properties of
a space �lling curve.

2.2 Motif Cooccurence Matrix

The previous subsection emphasized how we concentrate
the spectrum of the image by minimizing the variation of
pixels in a local neighborhood. Jhanwar et al.[10] tried
to �nd the optimal scan with respect to the query image
and scan all images using the scan optimal to the query
image and compared the transformed image obtained in
the frequency domain. Such an algorithm was useful but
computationally expensive at run time. Instead of us-
ing the spectrum of such an image we can derive suitable
feature by going one step behind in the process of �nding
the concentrated spectrum. In order to �nd the concen-
trated sequence we need to know how every 2 � 2 grid
in the image was scanned. It implies that the informa-
tion about the way we scan the image de�ning the local
texture is important to derive the highly concentrated
spectrum and could be useful to �nd a suitable feature
vector for retrieval purpose.
We derive a transformed image to accommodate the

information about the motif used to scan the correspond-
ing grid in the original image. The transformed image
(i,j) entry therefore shows how the (i,j) grid was tra-
versed in the original image minimizing the variation in
pixel intensity in that grid. Since every entry in the
transformed image represents a 2�2 grid in the original
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Figure 2: (a) An 8�8 image (b)Motif transformed image of
the 8� 8 image shown in (a).
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Figure 3: (a) The horizontally shifted image derived from
�gure 2 (b) The motif transformed image corresponding to
the shifted image in (a).

image the size of the transformed image formed using a
N � N image would be N=2 � N=2. Figure 2(a) shows
a 8 � 8 image and �gure 2(b) shows the corresponding
4�4 transformed image. This transformed image is then
used to calculate the MCM. A 3 dimensional motif cooc-
curence matrix is constructed using the transformed im-
age whose (i,j,k) entry represent the probability of �nd-
ing a motif i at a distance k from motif j. The intuition
behind using a motif cooccurence matrix is that if there
were a common object in the query and a database im-
age the grids corresponding to the object in both the
image would be optimally scanned using the same motif
and the spatial relationship between the motifs would be
conserved inside the common object in both cases, mak-
ing MCM highly e�ective in image retrieval. Moreover
the size of the feature vector thus derived would be only
6� 6 for every color plane irrespective of the image size
making MCM highly suitable for CBIR problem.

2.3 Sensitivity Test

The feature vector which we had derived in the previ-
ous sub-section is very sensitive to translation. If we
shift the image by one pixel in any direction the feature
vector corresponding to the new image could be very

di�erent from the feature vector of the original image.
This is because the four pixels in the corresponding grids
of the original image and the image transformed by one
pixel which are being compared are di�erent and there-
fore have a di�erent relationship among them and may
give an entirely di�erent optimal motif which would tra-
verse the grid. Figure 3(a) shows the same 8 � 8 image
as in �gure 2 but which is shifted horizontally by one
pixel:Figure 3(b) shows the corresponding transformed
image which is quite di�erent from the transformed im-
age derived from original image. Therefore a completely
di�erent MCM may be recognized for the shifted image
reducing the e�ectiveness of MCM.
To diminish the e�ect of translation we derived four

feature vectors(MCM) for every image in the database.
The feature vectors corresponding to the original image,
image shifted by one pixel horizontally, vertically and
diagonally. The spatial relationship among the motifs of
the query and the translated image would be conserved
in one of the four derived images independent of the
amount of translation. In general if the database image
is translated x pixels horizontally and y pixels vertically
in comparison to the query image then the database im-
age would produce MCM similar to the query image if
translated by another x mod 2 pixels horizontally and
y mod 2 pixels vertically indicating that one of the four
derived images would actually be able to minimize the
e�ect of translation. Therefore when we compare two
images to �nd out the distance between the two images,
the query image is compared with all the 4 derived im-
ages. The minimum distance which we get by compar-
ing the query with the four derived images is said to
be the actual distance between the query image and the
database image.

3 Image Retrieval

In section 2 we discussed what is a motif cooccurence
matrix(MCM). Conceptually the MCM is quite similar
to color cooccurence matrix(CCM). The primary di�er-
ence between the MCM and a CCM is that where the
CCM encodes the relationship between pixel intensities
at two di�erent locations, MCM encodes the relation-
ship between intensity variation along speci�ed scan di-
rections in the image. Consider the 2� 2 grid as shown
in �gure 4(a). This grid could be traversed optimally
using both the Z and N type scans as shown in �gure
4(b). Therefore in terms of implementation where CCM
encodes the relationship between unique pixel intensities
at two location, MCM has to keep in account that there
could be more then one motif which could traverse the
grid optimally and should be able to track all the motif
which could traverse the grid optimally. Even though



the case shown in �gure 4(a) is a pathological case but
such a case would be very frequent in regions having a
fairly homogeneous texture. This could be implemented
using a link list associated with every grid whose entry
contains the motifs which could traverse that grid opti-
mally.

The information which the motif contains is how pixel
intensities vary in a local neighborhood i.e. a grid. Con-
sider two grids at a distance k from another grid which
are used to update the probabilities in MCM. Consider
both the grids could individually be traversed optimally
using all the six scans. This implies that all the values
local to the two grid are same. Therefore there is no
variation in the intensities of pixels in these two grids.
It implies that both of these grids belong to a homo-
geneous region and there is no texture local to both of
these grids which could be captured. Updating proba-
bilities using these two grids would give us wrong infor-
mation since our feature would suggest that these two
grids are actually traversed optimally by this particular
motif which would be an error. Moreover the error is not
equally distributed in our feature vector. The change in
probabilities would be more for the pairs of motifs which
occur less frequently in the image then the pairs which
occur more frequently. Therefore such instances would
be neglected for MCM calculation.

Given two MCMs corresponding to query and database
images one now need to e�ectively and eÆciently gener-
ate the similarity measure. The similarity measure that
we used for the purpose of index calculation was sim-
ply the product of di�erence between the corresponding
MCM entries and an associated weight. Numerically for
every color plane and a particular distance, this could
be expressed as

dk(I1; I2) =
6X

i=1

6X

j=1

�(k; i; j)jM I1(k; i; j)�M I2(k; i; j)j

(1)

where I1, I2 are the two images, M is the MCM, k is
the color plane being considered and �[k][i][j] represent
a dynamic weight. The weight should be such that all
the entries corresponding to the MCM should contribute
equally for similarity measure. This suggest that the
weight should be dependent on the individual value of
the two MCM components which we are comparing. The
weight which was used in our study was

�(k; i; j) =
1

M I1(k; i; j) +M I2(k; i; j) + �
(2)

where � is a small number used to avoid possible cal-
culation complexities.
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Figure 4: (a) A 2�2 grid under consideration (b) The scans
which would optimally scan the 2� 2 grid in (a).

Figure 5: A sample query image.

Modifying equation 2 to consider the similarity over
all the color planes and accommodating the recommen-
dation given in order to make the feature translation
invariant the distance �D between two images a and b
could be given as

�D(a; b) = min(D(a; b0); D(a; b1); D(a; b2); D(a; b3))
(3)

where b0;1;2;3 are the four derived images from the orig-
inal image b and

D(a; b) =
3X

k=1

dk(a; b) (4)

4 Results

As discussed in the introduction section, there are a
number of CBIR schemes in the currently available lit-
erature and they all report a varied amount of success
in retrieval accuracy. In order to test the eÆcacy of the
proposed method we perform a number of experiments
but only a few of them are reported in this section for
brevity. We also compare the performance of the pro-
posed method with that of other techniques to demon-
strate the superiority of our proposal. However, it is not



possible to compare the performance with all existing
schemes and hence we restrict the comparison to that
with some of the most popular ones.
The Vistex database from the MIT Media Lab has

been used in this study to evaluate the performance of
the proposed CBIR system. The database covered a
wide range of categories. For each query a sample image
is selected and is used for the search of similar images in
the entire collection.
We earlier said that the MCM scheme is very much

similar to the CCM. Figure 6 shows the retrieval results
corresponding to the query image shown in �gure 5 using
the CCM which captures just the �rst order statistics in
a local neighborhood. The retrieval accuracy is still far
from being satisfactory as one retrieves only �ve images
correctly out of the top ten matches.
In order to proceed in a step by step way, we �rst re-

port the performance of our algorithm when we use only
the texture information and disregard the color infor-
mation. We �rst convert the query and all the database
images into monochrome images. We derive MCMs for
these grey-tone images and use it for retrieval purposes.
Since these features do not contain the color information
the retrieval would be solely on the textural semantics
of the image as captured by the scan motifs. Figure 7
shows the retrieval results for the same query image in
�gure 5 using the feature vector derived from the grey
level image. We observe that the corresponding perfor-
mance is still far from being satisfactory. Though seven
of the extracted images appear to be quite relevant the
order in which the relevant images appear is improper.
For example the image at rank 5 should be placed much
ahead of rank2. This simple exercise demonstrates that
the color information is also very important.
In order to implicitly introduce the global color dis-

tribution of the image into the feature vector derived
from the monochrome image, we de�ne another similar-
ity measure given by

M 00 = �M 0 + (1� �)M (5)

whereM 00 is the new similarity measure,M 0 is the sim-
ilarity measure derived from the MCM of the grey level
image and M is the measure using the color histogram.
The coeÆcient � (0 <= � <= 1) decides the relative
contributions of M and M 0 in the resulting similarity
measure and it reects the weight placed by the user in
terms of dominance of either color or texture features.
The optimum value of � could be found by the user
using the technique of relevance feedback. We refrain
from doing that in this study. Figure 8 shows the re-
trieval results using the same query image but with the
modi�ed similarity measure. Now the retrieval results
are de�nitely better than using only M (texture) or M 0

(color) as the measure. But we still retrieve three irrel-
evant pictures from the database. We understand that
the above problem is due to the fact that both these fea-
tures, the color and the texture, are intrinsically related
in an image and we should not be considering them as
independent features.

Now that we understand the importance of considering
both the color and the textural together, our algorithm
as discussed in the previous section precisely achieves
that. Figure 9 shows the retrieval results when the im-
age is scanned by the 6 primitive Peano scan motifs in all
the three di�erent color planes, but without making the
feature translation invariant. We can see that there are
eight images very relevant to the query image. But the
order in which they appear is not proper, indicating that
some pruning of the feature is necessary. The feature
pruning is required because the MCMs are not invariant
to translational shift over a 2� 2 grid as explained dur-
ing the discussion on sensitivity test in section 2. Hence
we must verify the performance by translating the im-
age over a 2�2 grid. Figure 10 shows the corresponding
results for the modi�ed algorithm to get rid of the prob-
lem due to translation. We observe that all the relevant
images which we had retrieve earlier are again retrieved
but now they are retrieved in a more orderly fashion.
Similar results were also observed with other queries.

Figure 6: Retrieval results for the building image using the
color correlogram.

5 Conclusion

We presented a technique for content based image re-
trieval which e�ectively retrieved images using MCM.
MCM are computationally inexpensive but were sensi-
tive to translation. A heuristic method de�ned as sensi-
tivity test was useful in diminishing the e�ect of limited
translation. We also found that MCM is useful in encod-
ing the dependency of both color and texture. In future
MCM could be extend in multiresolution since the e�ect
of translation diminishes into lower resolution. One can



Figure 7: Retrieval results for the building image using the
MCM of the monochrome image.

Figure 8: Retrieval results by combining color and MCM as
two independent features.

try to �nd out the optimal resolution where the trans-
lation e�ect is minimized and use feature corresponding
to these layer for retrieval purpose thereby eliminating
the need for sensitivity test.
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