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ABSTRACT

In this paper the methods developed in earlier papers are extended to solving the problem of radiative transfer in curved atmospheres, i.e., to solving the equation of transfer

$$\mu \frac{\partial I}{\partial r} + \frac{1 - \mu^2}{r^2} \frac{\partial I}{\partial \mu} = -\kappa \rho I + \frac{1}{2} \kappa \rho \int_{-1}^{1} I d\mu,$$

where $\kappa \rho$ is a function only of $r$. After outlining a general method for replacing this partial integrodifferential equation by an equivalent system of $2n$ linear equations in the $n$th approximation, the most convenient forms of the equations for the first two approximations are found. The equations of the second approximation for the astrophysically important case $\kappa \rho \propto r^{-n} (n > 1)$ are explicitly solved and found to involve quadratures over Bessel functions of purely imaginary arguments. For the case $n = 2$ the solutions have been found in their numerical forms. Finally, the physically interesting case of diffusion through a homogeneous sphere is also considered.

1. Introduction.—In the earlier papers of this series\(^1\) an attempt has been made to present the solutions to the various plane problems of radiative transfer in the theory of stellar atmospheres in forms which would enable one to derive results to any desired degree of accuracy without much difficulty. In this paper we propose to extend this discussion to include the case of the radiative equilibrium of “extended atmospheres” in which it is not permissible to ignore the curvature of the outer layers. First approximations to the solution of this latter problem in curved atmospheres have been given by N. A. Kosirev\(^2\) and the writer.\(^3\) But all attempts to improve on the “first approximations” given by these writers have so far proved unsuccessful.\(^4\) However, in view of the fact that the theory of extended atmospheres is finding increasing applications to a variety of practical problems,\(^5\) it would appear worth while to re-examine the basic problem with a view toward developing systematic methods of approximation for obtaining solutions of higher accuracy. This is the object of this paper.

2. The reduction of the equation of transfer to an equivalent system of $2n$ linear equations in the $n$th approximation.—Let $r$ denote the distance measured outward from the center of symmetry of the atmosphere and $\vartheta$ the angle measured from the positive direction of the radius vector. The equation of transfer which we have to deal with is

$$\cos \vartheta \frac{\partial I}{\partial r} - \frac{\sin \vartheta}{r} \frac{\partial I}{\partial \vartheta} = -\kappa \rho I + \frac{1}{2} \kappa \rho \int_{0}^{-1} I(r, \vartheta) \sin \vartheta d\vartheta,$$

where $I$, $\kappa$, and $\rho$ have their usual meanings. Writing $\mu$ for $\cos \vartheta$, we can re-write equation (1) in the form

$$\mu \frac{\partial I}{\partial r} + \frac{1 - \mu^2}{r} \frac{\partial I}{\partial \mu} = -\kappa \rho I + \frac{1}{2} \kappa \rho \int_{-1}^{1} I(r, \mu) d\mu.$$

\(^1\) Ap. J., 99, 180; 100, 76, 117, and 355, 1944. These papers will be referred to as “I,” “II,” “III,” and “IV,” respectively.

\(^2\) M.N., 94, 430, 1934.


According to the ideas developed in papers II and III, we replace the integral which occurs on the right-hand side of this equation by a sum according to Gauss's formula for numerical quadratures. This permits the replacement of the integrodifferential equation (2) by a system of linear equations which in the nth approximation is

$$
\mu_i \frac{d I_i}{dr} + 1 - \mu_i^2 \frac{\partial I_i}{\partial \mu} \bigg|_{\mu = \mu_i} = -\kappa \rho I_i + \frac{1}{2} \kappa \rho \sum a_j I_j \quad (i = \pm 1, \ldots, \pm n),
$$

where we have used $I_i$ to denote $I(r, \mu_i)$. Further, as in papers II, III, and IV, the $\mu_i$'s are the zeros of the Legendre polynomial $P_m(\mu)$ and the $a_j$'s are the appropriate Gaussian weights. It is at once seen that our present system of equations (cf. eq. [3]) differs in an essential way from those which occurred in our earlier studies on the plane problem; for equation (3) now involves $(\partial I/\partial \mu)_{\mu = \mu_i}$, and before we can proceed any further we must know the values which we are to assign to $\partial I/\partial \mu$ at the points of the Gaussian division $\mu_i$ in our present scheme of approximation. At first it might be supposed that the assignment of values to $\partial I/\partial \mu$ at $\mu = \mu_i, i = \pm 1, \ldots, \pm n$, is largely arbitrary, particularly when $n$ is small. However, on consideration it appears that this assignment can be done in a satisfactory manner in only one way and, indeed, according to the following device:

Define the polynomials $Q_m(\mu)$ according to the formula

$$
P_m(\mu) = -\frac{dQ_m(\mu)}{d\mu} \quad (m = 1, \ldots, 2n),$$

and adjust the constant of integration in $Q_m$ by requiring that

$$
Q_m = 0 \quad \text{for} \quad |\mu| = 1.
$$

This can always be accomplished, since when $m$ is odd, $Q_m$ is even, and when $m$ is even, the indefinite integral of $P_m(\mu)$ already contains $(1 - \mu^2)$ as a factor. The first few of the polynomials $Q_m(\mu)$ are given in Table 1.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$P_m(\mu)$</th>
<th>$Q_m(\mu)$</th>
<th>$Q_m(\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1...</td>
<td>$\mu$</td>
<td>$\frac{1}{2}(1-\mu^2)$</td>
<td>$\frac{1}{2}\mu$</td>
</tr>
<tr>
<td>2...</td>
<td>$\frac{1}{4}(3\mu^2-1)$</td>
<td>$\frac{1}{2}(5\mu^2-3\mu)$</td>
<td>$\frac{5}{2}(5\mu^2-3)$</td>
</tr>
<tr>
<td>3...</td>
<td>$\frac{1}{8}(35\mu^4-30\mu^2+3)$</td>
<td>$\frac{1}{8}(5\mu^2-1)(1-\mu^2)$</td>
<td>$\frac{1}{8}(5\mu^2-1)$</td>
</tr>
<tr>
<td>4...</td>
<td>$\frac{1}{16}(63\mu^6-70\mu^4+15\mu)$</td>
<td>$\frac{1}{8}(21\mu^4-14\mu^2+1)(1-\mu^2)$</td>
<td>$\frac{5}{2}(21\mu^4-14\mu^2+1)$</td>
</tr>
</tbody>
</table>

Now by an integration by parts we arrive at the identity

$$
\int_{-1}^{+1} Q_m(\mu) \frac{\partial I}{\partial \mu} d\mu = -\int_{-1}^{+1} I \frac{dQ_m}{d\mu} d\mu = \int_{-1}^{+1} IP_m(\mu) d\mu.
$$

Expressing the first and the last integrals in equation (6) as sums according to Gauss's formula, we have in the nth approximation

$$
\Sigma a_i Q_m(\mu_i) \left( \frac{\partial I}{\partial \mu} \right)_{\mu = \mu_i} = \Sigma a_i I_i P_m(\mu_i) \quad (m = 1, \ldots, 2n).
$$

Equation (7) provides us with exactly the right number of equations to express

© American Astronomical Society • Provided by the NASA Astrophysics Data System
Radiative Equilibrium

\[(\partial I/\partial \mu)_{\mu=\mu_i}; i = \pm 1, \ldots, \pm n,\] as linear combinations of \(I_i.\) Accordingly, equations (3) and (7), together, provide the required reduction of the equation of transfer (2) to an equivalent system of linear equations for the \(I_i's\) in the \(n\)th approximation.

For purposes of practical solution it appears most convenient to combine equations (3) and (7) in the following manner:

Since we have arranged \(Q_m(\mu)\) to be divisible by \(1 - \mu^2,\) we can clearly write

\[Q_m(\mu) = Q_m(\mu) (1 - \mu^2).\] \(8\)

The first few of the polynomials \(Q_m(\mu),\) defined according to equation (8), are also listed in Table 1.

Now multiply equation (3) by \(a_i Q_m(\mu_i)\) and sum over all \(i\)'s. We obtain

\[\frac{d}{dr} \sum a_i \mu_i Q_m(\mu_i) I_i + \frac{1}{r} \sum a_i (1 - \mu_i^2) Q_m(\mu_i) \left( \frac{\partial I}{\partial \mu} \right)_{\mu=\mu_i} = -\kappa \rho \sum a_i Q_m(\mu_i) I_i \]

\[+ \frac{i}{r} \kappa \rho (\Sigma a_i I_i) [\Sigma a_i Q_m(\mu_i)] \quad (m = 1, \ldots, 2n).\] \(9\)

But, according to equations (7) and (8),

\[\sum a_i (1 - \mu_i^2) Q_m(\mu_i) \left( \frac{\partial I}{\partial \mu} \right)_{\mu=\mu_i} = \sum a_i Q_m(\mu_i) \left( \frac{\partial I}{\partial \mu} \right)_{\mu=\mu_i}\]

\[= \sum a_i P_m(\mu_i) I_i,\]

and equation (9) reduces to

\[\frac{d}{dr} \sum a_i \mu_i Q_m(\mu_i) I_i + \frac{1}{r} \sum a_i P_m(\mu_i) I_i = -\kappa \rho \sum a_i Q_m(\mu_i) I_i \]

\[+ \frac{i}{r} \kappa \rho (\Sigma a_i I_i) [\Sigma a_i Q_m(\mu_i)] \quad (m = 1, \ldots, 2n),\] \(11\)

which is the required system of linear equations in the \(n\)th approximation.

Equation (11) for the case \(m = 1\) admits of immediate integration. For, when \(m = 1,\]

\[P_1(\mu) = \mu\] and \[Q_1(\mu) = \frac{1}{2},\] \(12\)

and equation (11) yields

\[\frac{1}{2} \frac{d}{dr} \sum a_i \mu_i I_i + \frac{1}{r} \sum a_i \mu_i I_i = 0.\] \(13\)

Accordingly,

\[\sum a_i \mu_i I_i = \frac{1}{2} F_0,\] \(14\)

where \(F_0\) is a constant of integration. Equation (14) is the expression in our present approximation of the flux integral

\[F = 2 \int_{-1}^{+1} I \mu d\mu = \frac{F_0}{r^2},\] \(15\)

which the equation of transfer (2) admits directly.

Again, since \(Q_m(\mu)\) is odd when \(m\) is even, equation (11) reduces for even values of \(m\) to the form

\[\frac{d}{dr} \sum a_i \mu_i Q_m(\mu_i) I_i + \frac{1}{r} \sum a_i P_m(\mu_i) I_i = -\kappa \rho \sum a_i Q_m(\mu_i) I_i \]

\[= \kappa \rho \sum a_i (\mu_i) I_i \quad (m = 2, 4, \ldots, 2n).\] \(16\)

\(^7\) Essentially what eq. (7) allows is to determine in a “best possible way” the derivatives of a function in terms of its values at the points of the Gaussian division. This problem has apparently not been considered before.
For \( m = 2n \) the foregoing equation further simplifies to
\[
\frac{d}{dr} \Sigma a_{i, \mu} \Pi_{2n} (\mu_i) I_i = -\kappa \rho \Sigma a_i \Pi_{2n} (\mu_i) I_i, \tag{17}
\]

since the \( \mu_i \)'s are by definition the zeros of the polynomial \( P_{2n}(\mu) \).

Finally, for further reference we may note here the explicit forms of equation (11) for the first few values of \( m \). Using the definition of the polynomials \( P_m \) and \( \Pi_m \) given in Table 1, we find
\[
\frac{d}{dr} \Sigma a_{i, \mu} I_i + \frac{2}{r} \Sigma a_{i, \mu} I_i = 0, \tag{18}
\]
\[
\frac{d}{dr} \Sigma a_{i, \mu}^2 I_i + \frac{1}{r} \Sigma a_{i, \mu} (3\mu_i^2 - 1) I_i = -\kappa \rho \Sigma a_{i, \mu} I_i, \tag{19}
\]
\[
\frac{d}{dr} \Sigma a_{i, \mu} (5\mu_i^2 - 1) I_i + \frac{4}{r} \Sigma a_{i, \mu} (3\mu_i^2 - 3) I_i = -\frac{3}{2} \kappa \rho \Sigma a_{i, \mu} (3\mu_i^2 - 1) I_i, \tag{20}
\]
\[
\frac{d}{dr} \Sigma a_{i, \mu} (7\mu_i^2 - 3) I_i + \frac{1}{r} \Sigma a_{i, \mu} (35\mu_i^2 - 30\mu_i^2 + 3) I_i = -\kappa \rho \Sigma a_{i, \mu} (7\mu_i^2 - 3) I_i, \tag{21}
\]
et cetera.

3. The first approximation.—In the first approximation we consider equation (11) for \( m = 1 \) and 2 only, with (cf. II, eq. [33])
\[
a_1 = a_{-1} = 1 \quad \text{and} \quad \mu_1 = -\mu_{-1} = \frac{1}{\sqrt{3}}, \tag{22}
\]
We have (cf. eqs. [14] and [19])
\[
I_1 - I_{-1} = \frac{\sqrt{3} F_0}{2 r^2} \tag{23}
\]
and
\[
\frac{1}{3} \frac{d}{dr} (I_1 + I_{-1}) = -\kappa \rho \frac{1}{\sqrt{3}} (I_1 - I_{-1}). \tag{24}
\]
Combining equations (23) and (24), we have
\[
\frac{d}{dr} (I_1 + I_{-1}) = -\frac{3}{2} \kappa \rho \frac{F_0}{r^2}. \tag{25}
\]
Hence,
\[
I_1 + I_{-1} = \frac{3}{2} F_0 \int_r^\infty \frac{\kappa \rho dr}{r^2} + \text{constant}, \tag{26}
\]
where \( r = R \) defines the extent of the atmosphere. The constant of integration in equation (26) is determined by the condition that \( I_{-1} = 0 \) at \( r = R \). In this manner we obtain for the source function \( J \) the solution
\[
J = \frac{1}{2} (I_1 + I_{-1}) = \frac{\sqrt{3}}{4} \frac{F_0}{R^2} + \frac{3}{4} F_0 \int_r^\infty \frac{\kappa \rho dr}{r^2}, \tag{27}
\]
which is to be compared with the solution given earlier by Kosirev\(^8\) and by Chandrasekhar.\(^9\)

For an atmosphere which extends to infinity we should require that both \( I_1 \) and \( I_{-1} \) tend to zero as \( r \to \infty \). In this case the solution for \( J \) reduces to
\[
J = \frac{3}{4} F_0 \int_r^\infty \frac{\kappa \rho dr}{r^2}, \tag{28}
\]
\(^8\) M.N., 94, 430, 1934. See particularly eq. (8) in this paper.
\(^9\) M.N., 94, 444, 1934. See eqs. (49)–(51).
or, alternatively,

\[ J = \frac{3}{4} \frac{F_0}{r} \int_0^r \frac{d\tau}{r^2}, \quad (29) \]

where \( r \) denotes the radial optical thickness. It is in the form (29) that the solution to the problem of the extended atmospheres has been used in practice.

4. The equations for the second approximation.—In the second approximation we choose for the \( \mu_i \)'s the zeros of \( P_4(\mu) \) and for the \( a_i \)'s the appropriate Gaussian weights (II, eq. [38]). The equations which we have now to deal with are (cf. eqs. [14] and [19]–[21])

\[ \frac{d}{dr} \Sigma a_i \mu_i I_i + \frac{1}{r} \Sigma a_i (3 \mu_i^2 - 1) I_i = -\kappa \rho \Sigma a_i \mu_i I_i, \quad (31) \]

\[ \frac{d}{dr} \Sigma a_i \mu_i (5 \mu_i^2 - 1) I_i + \frac{4}{r} \Sigma a_i \mu_i (5 \mu_i^2 - 3) I_i = -\frac{8}{3} \kappa \rho \Sigma a_i (3 \mu_i^2 - 1) I_i, \quad (32) \]

and

\[ \frac{d}{dr} \Sigma a_i \mu_i (7 \mu_i^2 - 3) I_i = -\kappa \rho \Sigma a_i \mu_i (7 \mu_i^2 - 3) I_i. \quad (33) \]

The foregoing equations can be written more compactly in terms of the quantities \( J, H, K, L, \) and \( M, \) defined as follows:

\[ \frac{1}{2} \Sigma a_i I_i = J; \quad \frac{1}{2} \Sigma a_i \mu_i I_i = L, \]

\[ \frac{1}{2} \Sigma a_i \mu_i I_i = H; \quad \frac{1}{2} \Sigma a_i \mu_i^2 I_i = M. \]

We have

\[ H = \frac{1}{4} \frac{F_0}{r^2}, \quad (34') \]

\[ \frac{dK}{dr} + \frac{1}{r} (3K - J) = -\kappa \rho H, \quad (35) \]

\[ \frac{d}{dr} (5L - H) + \frac{4}{r} (5L - 3H) = -\frac{8}{3} \kappa \rho (3K - J), \quad (36) \]

and

\[ \frac{d}{dr} (7M - 3K) = -\kappa \rho (7L - 3H). \quad (37) \]

Equations (35)–(37) provide us with three equations for the four unknowns \( J, K, L, \) and \( M. \) However, in our present approximation we can express \( M \) linearly in terms of \( J \) and \( K; \) for, since the \( \mu_i \)'s (\( i = \pm 1, \pm 2 \)) are now defined as the zeros of \( P_4(\mu) \), we have identically

\[ \Sigma a_i P_4(\mu_i) I_i = 0, \quad (38) \]

or, substituting for \( P_4(\mu) \), we have

\[ \Sigma a_i (35 \mu_i^4 - 30 \mu_i^2 + 3) I_i = 0. \quad (39) \]

In other words,

\[ 35M - 30K + 3J = 0. \quad (40) \]
and equation (37) becomes
\[
\frac{d}{dr} (3K - \frac{3}{5}J) = -\kappa \rho (7L - 3H).
\] (42)

Equations (34)–(36) and (42), together with the relevant boundary conditions on the \(I_i\)'s, make the problem determinate.

We now transform equations (35), (36), and (42) to more convenient forms. Letting \(X\) and \(Y\) stand for
\[
X = 3K - J \quad \text{and} \quad Y = 5L - 3H,
\] (43)
we can re-write equation (35) as
\[
\frac{dK}{dr} = -\frac{X}{r} - \frac{1}{4} \frac{\kappa \rho}{r^2} F_0,
\] (44)
where we have substituted for \(H\) according to equation (34'). Equation (44) can be formally integrated to give
\[
K = -\int X \frac{dr}{r} - \frac{1}{4} F_0 \int \frac{\kappa \rho dr}{r^2}.
\] (45)

Considering next equation (36), we obtain, after some minor reductions,
\[
\frac{dY}{dr} + \frac{4}{r} Y = -\frac{8}{9} \kappa \rho X + \frac{F_0}{r^3}.
\] (46)

Again, since
\[
3K - \frac{3}{5}J = \frac{8}{9} K + \frac{3}{5} (3K - J) = \frac{8}{9} K + \frac{8}{5} X,
\] (47)
equation (42) is clearly equivalent to
\[
2 \frac{dK}{dr} + \frac{dX}{dr} = -\frac{8}{9} \kappa \rho (7L - 3H).
\] (48)

We can eliminate \(dK/dr\) from this equation by using equation (44). We obtain, in this manner,
\[
\frac{dX}{dr} - \frac{2}{r} X = -\frac{8}{9} \kappa \rho Y.
\] (49)

Equations (46) and (49) provide us with a pair of simultaneous equations for \(X\) and \(Y\). These equations can also be written in the forms
\[
r^2 \frac{d}{dr} \left( \frac{X}{r^2} \right) = -\frac{8}{9} \kappa \rho Y
\] (50)
and
\[
\frac{1}{r^4} \frac{d}{dr} \left( r^4 Y \right) = -\frac{8}{9} \kappa \rho X + \frac{F_0}{r^3}.
\] (51)

From these equations we can readily eliminate \(X\) or \(Y\) to obtain a single second-order differential equation for either of them. We shall not perform this elimination at this stage, since to solve any of these equations we need a prior assumption concerning the dependence of \(\kappa \rho\) on \(r\).

5. The solution in the second approximation for the case \(\kappa \rho \propto r^{-n}\), when \(n > 1\).—In terms of the radial optical thickness defined by
\[
d\tau = -\kappa \rho dr,
\] (52)
the equations of the second approximation derived in the preceding section (eqs. [45], [46], and [49]) become

$$K = \int^r X \frac{d\tau}{\kappa \rho r} + \frac{1}{4} F_0 \int^r \frac{d\tau}{r^2},$$

(53)

$$\frac{dX}{d\tau} + \frac{2}{\kappa \rho r} X = \frac{3}{8} Y,$$

(54)

and

$$\frac{dY}{d\tau} - \frac{4}{\kappa \rho r} Y = \frac{3}{8} X - \frac{F_0}{\kappa \rho r^2}.$$  

(55)

We shall now show how the foregoing equations can be solved in the case where $\kappa \rho$ is assumed to vary as some inverse power of $r$. Suppose, then, that

$$\kappa \rho = c r^{-n},$$

(56)

where $c$ is a constant. For a dependence of $\kappa \rho$ on $r$ of this form and $n > 1$ we can define the optical depth $\tau$ measured from $r = \infty$ inward; for in that case the integral

$$\tau = \int^\tau \kappa \rho d\tau,$$

(57)

converges, and, in fact, we have

$$\tau = \frac{c}{n - 1} \frac{1}{r^{n-1}} \quad (n > 1).$$

(58)

For $n \leq 1$ the integral (57) diverges; but, as these cases have no astrophysical interest, we shall not consider them here.

From equations (56) and (58) we obtain the relations

$$\kappa \rho r = (n - 1) \tau$$

(59)

and

$$\tau = \left(\frac{R}{r}\right)^{n-1},$$

(60)

where $R$ denotes the distance at which $\tau = 1$. Using these relations in the equations (53), (54), and (55) and measuring the various quantities $J$, $H$, $K$, $L$, $X$, and $Y$ in units of $F_0/R^2$ (i.e., in units of the emergent flux at $r = R$), we obtain the equations

$$K = \frac{1}{n - 1} \int^r X \frac{d\tau}{\tau} + \frac{n - 1}{4(n + 1)} \tau^{(n+1)/(n-1)},$$

(61)

$$\frac{dX}{d\tau} + \frac{2}{(n - 1) \tau} X = \frac{3}{8} Y,$$

(62)

and

$$\frac{dY}{d\tau} - \frac{4}{(n - 1) \tau} Y = \frac{3}{8} X - \frac{1}{n - 1} \tau^{(3-n)/(n-1)}.$$  

(63)

It will be noticed that in the integral occurring in equation (61) we have set the lower limit for $\tau$ as zero. This is in accordance with the requirement that, since the atmosphere now extends to infinity, all the quantities must vanish at $r = \infty$, i.e., at $\tau = 0$.

Eliminating $Y$ between equations (62) and (63), we find for $X$ the differential equation

$$\frac{d^2X}{d\tau^2} - \frac{2}{(n - 1) \tau} \frac{dX}{d\tau} - \frac{2(n + 3)}{(n - 1)^2 \tau^2} X = \frac{3}{8} X - \frac{7}{3(n - 1)} \tau^{(3-n)/(n-1)}.$$  

(64)
With the substitutions

\[ z = q \tau \quad (q = \sqrt{35/3} = 1.9720), \]  

and

\[ X = \tau^{(n+1)/2(n-1)} f = q^{-(n+1)/2(n-1)} z^{(n+1)/2(n-1)} f(z), \]

we find that equation (64) can be brought to the form

\[ z^2 \frac{d^2 f}{dz^2} + z \frac{df}{dz} \left( z^2 + \nu^2 \right) f = -k z^\mu, \]  

where we have written

\[ \nu = \frac{n + 5}{2(n - 1)}; \quad \mu = \frac{3 - n}{2(n - 1)}, \]

and

\[ k = \frac{7}{3(n - 1)} q^{-(n+1)/2(n-1)}. \]

The accompanying short table (Table 2), giving the values of \( \nu \) and \( \mu \) for a few values of \( n \), may be noted.

**TABLE 2**

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \nu )</th>
<th>( \mu )</th>
<th>( n )</th>
<th>( \nu )</th>
<th>( \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td>12.5</td>
<td>3.5</td>
<td>3.0</td>
<td>1.5</td>
<td>- ( 1/6 )</td>
</tr>
<tr>
<td>1.50</td>
<td>6.5</td>
<td>1.5</td>
<td>4.0</td>
<td>1.5</td>
<td>- ( 1/3 )</td>
</tr>
<tr>
<td>1.5 (^{\frac{1}{2}})</td>
<td>5.0</td>
<td>1.0</td>
<td>7.0</td>
<td>1.0</td>
<td>- ( 1/2 )</td>
</tr>
<tr>
<td>2.0</td>
<td>3.5</td>
<td>0.5</td>
<td>( \infty )</td>
<td>1/2</td>
<td>- ( 1/2 )</td>
</tr>
</tbody>
</table>

Before proceeding to the solution of equation (67) we may observe that, if \( \phi \) be defined as the solution of

\[ z^2 \frac{d^2 \phi}{dz^2} + z \frac{d \phi}{dz} \left( z^2 + \nu^2 \right) \phi = -z^\mu, \]

we have, according to equations (66) and (69),

\[ X = q^{-(n+1)/(n-1)} \frac{7}{3(n - 1)} z^{(n+1)/2(n-1)} \phi(z). \]

Substituting this solution for \( \phi \) in equation (61), we obtain

\[ K = q^{-(n+1)/(n-1)} \left[ \frac{7}{3(n - 1)^\frac{1}{2}} \int_0^z z^{(3-n)/2(n-1)} \phi(z) dz + \frac{n - 1}{4(n + 1)} z^{(n+1)/(n-1)} \right]. \]

Moreover, since \( 3K - J = X \), we have for the source function \( J \) the solution

\[ J = q^{-(n+1)/(n-1)} \left[ \frac{7}{(n - 1)^\frac{1}{2}} \int_0^z z^{(3-n)/2(n-1)} \phi(z) dz ight. \]

\[ - \frac{7}{3(n - 1)} z^{(n+1)/2(n-1)} \phi(z) + \frac{3(n - 1)}{4(n + 1)} z^{(n+1)/(n-1)} \right]. \]

It now remains to solve equation (70).

First, it will be observed that the homogeneous part of equation (70) is simply Bessel's equation for a purely imaginary argument. The general solution of the homogeneous
equation is, accordingly, known and can be expressed as a linear combination of
the fundamental solutions $I_\nu(z)$ and $K_\nu(z)$.\(^{10}\) The solution of the nonhomogeneou
\(\nu\), equation, therefore, can be found most conveniently by the method of the variation of the param-
eters.\(^{11}\) Thus, writing

\[ \phi = A(z) I_\nu(z) + B(z) K_\nu(z), \]  

(74)

we determine the functions $A(z)$ and $B(z)$ by the equations

\[ A'(z) I_\nu(z) + B'(z) K_\nu(z) = 0 \]  

(75)

and

\[ A'(z) I_\nu(z) + B'(z) K_\nu(z) = -z^{\nu-1}. \]  

(76)

where we have used primes to denote differentiation with respect to the argument. Using
the relation (Watson, p. 80, eq. [19])

\[ I_\nu(z) K'_\nu(z) - I'_\nu(z) K_\nu(z) = -\frac{1}{z}, \]  

(77)

we readily find from equation (75) and (76) that

\[ A'(z) = -z^{\nu} K_\nu(z) \quad \text{and} \quad B'(z) = z^{\nu} I_\nu(z). \]  

(78)

Hence,

\[ A(z) = \int_c^z z^{\nu} K_\nu(z) \, dz \quad \text{and} \quad B(z) = \int_c^z z^{\nu} I_\nu(z) \, dz, \]  

(79)

where $c_1$ and $c_2$ are constants unspecified for the present. The general solution of equa-
tion (70) can, accordingly, be expressed in the form

\[ \phi = I_\nu(z) \int_c^z z^{\nu} K_\nu(z) \, dz + K_\nu(z) \int_{c_2}^z z^{\nu} I_\nu(z) \, dz. \]  

(80)

For the problem on hand the arbitrary limits $c_1$ and $c_2$ in the general solution (80) are
determined by the following considerations:

First, since none of the quantities must tend to infinity exponentially as $z \to \infty$, we
must require that $c_1 = \infty$ in equation (80). This readily follows from the known asymp-
totic behaviors of $I_\nu(z)$ and $K_\nu(z)$ as $z \to \infty$ (cf. Watson, § 7.23, p. 202). Second, the
vanishing of all the quantities as $z \to 0$ requires that (cf. eq. [71])

\[ z^{(n+1)/2(n-1)} \phi(z) \to 0 \quad (z \to 0). \]  

(81)

But $K_\nu(z)$ diverges at the origin, and condition (81) can be met only by setting $c_2 = 0$.
Thus the solution for $\phi$ appropriate for our problem is

\[ \phi = I_\nu(z) \int_c^z z^{\nu} K_\nu(z) \, dz + K_\nu(z) \int_0^z z^{\nu} I_\nu(z) \, dz. \]  

(82)

With this we have formally solved the equations of the second approximation for the case $kr \propto r^{-n}$, where $n > 1$.

\(^{10}\) We shall adopt, throughout, the definitions and notations of G. N. Watson in his *Treatise on the Theory of Bessel Functions*, Cambridge, England, 1922. In our further references to this work we shall simply refer to it as "Watson." In our particular context see pp. 77–80.

\(^{11}\) The treatment of Lommel's equation

\[ z^2 \frac{dy}{dz^2} + z \frac{dy}{dz} + (z^2 - r^2)y = k z^{n+1} \]

in Watson, § 10.7, p. 345, is followed in our discussion of eq. (70).
6. The numerical form of the solution for the case \( \kappa \rho \propto r^{-2} \).—As an example of the solution obtained in the preceding section, we shall consider the case \( \kappa \rho \propto r^{-2} \). For this case the solutions for \( X \), \( J \), and \( K \) given in § 5 (eqs. [71]–[73]) become

\[
X = q^{-3} \frac{2}{3} z^{3/2} \phi(z), \\
K = q^{-3} \left[ \frac{4}{3} \int_0^z z^{1/2} \phi(z) \, dz + \frac{1}{2} z^3 \right], \\
J = q^{-3} \left[ \frac{7}{3} \int_0^z z^{1/2} \phi(z) \, dz - \frac{1}{3} z^{3/2} \phi(z) + \frac{1}{4} z^3 \right],
\]

where it might be recalled that

\[
z = q \tau \quad \text{and} \quad q = \frac{\sqrt{35}}{3} = 1.972.
\]  

Moreover, when \( n = 2, \nu = \frac{7}{2} \) and \( \mu = \frac{1}{2} \) (cf. Table 2); and the solution (82) for \( \phi \) takes the particular form

\[
\phi = I_{7/2}(z) \int_z^\infty z^{1/2} K_{7/2}(z) \, dz + K_{7/2}(z) \int_0^z z^{1/2} I_{7/2}(z) \, dz.
\]  

The Bessel functions \( I_{7/2}(z) \) and \( K_{7/2}(z) \) are known explicitly, and we have (cf. Watson, p. 78)

\[
I_{7/2}(z) = \left( \frac{2}{\pi z} \right)^{1/2} \left[ \left( 1 + \frac{15}{z^2} \right) \cosh z - \left( \frac{6}{z} + \frac{15}{z^3} \right) \sinh z \right]
\]  

and

\[
K_{7/2}(z) = \left( \frac{\pi}{2 z} \right)^{1/2} e^{-z} \left( 1 + \frac{6}{z} + \frac{15}{z^2} + \frac{15}{z^3} \right).
\]

Accordingly, we can re-write equation (85) in the form

\[
\phi = \frac{1}{z^{1/2}} \left\{ \left[ \left( 1 + \frac{15}{z^2} \right) \cosh z - \left( \frac{6}{z} + \frac{15}{z^3} \right) \sinh z \right] \int_z^\infty e^{-z} \left( 1 + \frac{6}{z} + \frac{15}{z^2} + \frac{15}{z^3} \right) \, dz \right. \\
+ e^{-z} \left( 1 + \frac{6}{z} + \frac{15}{z^2} + \frac{15}{z^3} \right) \int_0^z \left[ \left( 1 + \frac{15}{z^2} \right) \cosh z - \left( \frac{6}{z} + \frac{15}{z^3} \right) \sinh z \right] \, dz \right\}.
\]  

It is seen that the first of the two integrals in equation (88) can be expressed in terms of known functions. We have

\[
\int_z^\infty e^{-z} \left( 1 + \frac{6}{z} + \frac{15}{z^2} + \frac{15}{z^3} \right) \, dz = e^{-z} \left( 1 + \frac{15}{2z} + \frac{15}{2z^2} \right) - \frac{3}{2} Ei(z),
\]

where \( Ei(z) \) stands for the exponential integral

\[
Ei(z) = \int_1^\infty \frac{e^{-zt}}{t} \, dt.
\]

The functions \( q^3 X \), \( q^3 K \), and \( q^3 J \), defined as in the foregoing paragraph, have been evaluated numerically for a range of values for \( z \); and the results are given in Table 3.\textsuperscript{12} For comparison we have also tabulated the function \( s^3/4 \), which is the solution for \( q^3 J \) in the first approximation (cf. eq. [29]). It is seen that the second approximation introduces

\textsuperscript{12} I am indebted to Miss Frances Herman for carrying out the necessary numerical work.
corrections to the extent of about 10 per cent. In view of this, it would be of interest further to examine the solution given in § 5 for other values of \( n \). The case of \( n = \frac{1}{3} \) would be of particular interest.

7. Diffusion through a homogeneous sphere.—The discussion of this case, while it has no special interest for astrophysics, is, however, likely to be of importance for problems of diffusion in physics.\textsuperscript{13} But, apart from possible applications, the consideration of this
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The case is of definite interest, inasmuch as it provides the simplest illustration of the use of the equations of the second approximation obtained in § 4.

For a homogeneous sphere we naturally assume that

\[ \kappa \rho = \text{constant} = \kappa_0 \text{(say)}. \]  \hspace{1cm} (91)

As \( \kappa_0 \) is of dimensions (length)\(^{-1} \) it is convenient to measure length in units of \( 1/\kappa_0 \) and intensity in units of \( F \kappa_0^3 \) (i.e., in units of the emergent flux at \( r = 1/\kappa_0 \)). In these units, equations (45), (46), and (49) now reduce to the forms

\[ K = - \int \frac{X}{r^2} \, dr + \frac{1}{4r}, \]  \hspace{1cm} (92)

\[ \frac{dX}{dr} - \frac{2}{r} \, X = - \frac{2}{r^2} \, Y, \]  \hspace{1cm} (93)

and

\[ \frac{dY}{dr} + \frac{4}{r} \, Y = \frac{1}{r^2} \, X. \]  \hspace{1cm} (94)

S. Chandrasekhar

Eliminating $Y$ between equations (93) and (94), we obtain for $X$ the differential equation

$$r^2 \frac{d^2 X}{dr^2} + 2r \frac{dX}{dr} - 6X = \frac{35}{9} X r^2 - \frac{7}{3r}.$$  

(95)

Making the substitutions

$$z = \frac{\sqrt{35}}{3} r$$  

(96)

and

$$X = z^{-1/2} y,$$  

(97)

we find that equation (95) is transformed to

$$z^2 \frac{d^2 y}{dz^2} + z \frac{dy}{dz} - (z^2 + 2\xi) y = -\frac{7}{9} \sqrt{35} z^{-1/2}.$$  

(98)

We verify that

$$y = \frac{7}{9} \sqrt{35} z^{-5/2}$$  

(99)

represents a particular integral of equation (98); and, as the homogeneous part of this equation is Bessel's equation of order $\frac{3}{2}$ for a purely imaginary argument, we can write the general solution of equation (98) in the form

$$y = \frac{7}{9} \sqrt{35} z^{-5/2} + A I_{3/2}(z) + B K_{3/2}(z),$$  

(100)

where $A$ and $B$ are two constants to be determined by the boundary conditions appropriate to the problem on hand. At this stage we can determine the constant $B$. For, as $z \to 0$,

$$K_{3/2}(z) \to 3 \left( \frac{\pi}{2} \right)^{1/2} z^{-5/2} \quad (z \to 0); \quad (101)$$

and this is seen to be too high an order for the singularity at the origin. But by choosing

$$B = -\left( \frac{2}{\pi} \right)^{1/2} \frac{7}{27} \sqrt{35},$$  

(102)

we can lower the order of the singularity at $z = 0$ by one to $z^{-3/2}$; for, with this choice of $B$ the term in $z^{-5/2}$ in $K_{3/2}(z)$ cancels the particular integral (99). Accordingly, we write for $\phi$ the solution

$$y = \frac{7}{9} \sqrt{35} z^{-5/2} - \left( \frac{2}{\pi} \right)^{1/2} \frac{7}{27} \sqrt{35} K_{3/2}(z) + A I_{3/2}(z),$$  

(103)

where $A$ is a constant to be determined later by conditions at the boundary of the sphere.

Corresponding to the solution (103) for $y$, we have

$$X = \frac{7}{9} \sqrt{35} z^{-3} - \left( \frac{2}{\pi} \right)^{1/2} \frac{7}{27} \sqrt{35} z^{-1/2} K_{3/2}(z) + A z^{-1/2} I_{3/2}(z).$$  

(104)

Equation (93) now enables us to determine $Y$; for, writing this equation in the form

$$Y = -\frac{3}{7} r^2 \frac{d}{dr} \left( \frac{X}{r^2} \right) = -\frac{\sqrt{35}}{7} z^2 \frac{d}{dz} \left( \frac{X}{z^2} \right)$$  

(105)
and substituting for $X$ according to equation (104), we find that

$$Y = 5L - 3H$$
$$= \frac{1}{4} \frac{\alpha}{\beta} z^{-4} - \left( \frac{2}{\pi} \right)^{1/2} \frac{3}{2} \frac{\alpha}{\beta} z^{-1/2} K_{1/2}(z) - \frac{\sqrt{35}}{27} A z^{-1/2} I_{7/2}(z).$$

(106)

In obtaining the foregoing result we have made use of the recurrence relations satisfied by the Bessel functions (cf. Watson, p. 79, eq. [67]).

Again substituting for $X$ in equation (92) according to equation (104), we similarly find that

$$K = \frac{7 \sqrt{35}}{27} z^{-3} - \left( \frac{2}{\pi} \right)^{1/2} \frac{7 \sqrt{35}}{27} z^{-3/2} K_{3/2}(z) - A z^{-3/2} I_{3/2}(z)$$
$$+ \frac{\sqrt{35}}{12 z} + C,$$

(107)

where $C$ is another constant of integration. Finally, remembering that $J = 3K - X$, we obtain for the source function $J$ the solution

$$J = \left( \frac{2}{\pi} \right)^{1/2} \frac{7 \sqrt{35}}{27} z^{-3/2} \left[ z K_{3/2}(z) - 3K_{3/2}(z) \right] - A z^{-3/2} \left[ z I_{3/2}(z) \right]$$
$$+ 3I_{3/2}(z) \right] + \frac{\sqrt{35}}{4 z} + 3C.$$

(108)

With this we have explicitly solved all the equations of the second approximation for the case under consideration. It only remains to determine the two constants of integrations $A$ and $C$. These can be determined by the conditions at the boundary of the sphere, namely, that here both $I_{-1}$ and $I_{-2}$ must vanish. But we shall not continue here with the details of the elementary calculations necessary for the determination of these constants. We may, however, note that for the case of an infinite homogeneous sphere the constants $A$ and $C$ must vanish and that the solution for $J$ reduces to

$$J = \left( \frac{2}{\pi} \right)^{1/2} \frac{7 \sqrt{35}}{27} z^{-3/2} (z K_{3/2} - 3K_{3/2}) + \frac{\sqrt{35}}{4 z};$$

(109)

or, substituting for $K_{3/2}$ and $K_{8/2}$ their known explicit forms and reverting to the original variable $r$, we find

$$J = \frac{3}{4 r} \left( 1 + \frac{3}{4} e^{-1.972a} e^{-1.972r} \right),$$

(110)

which is to be contrasted with what would be obtained on the first approximation, namely,

$$J = \frac{3}{4 r} \quad \text{(first approximation).}$$

(111)

It is seen that in going to the second approximation we introduce a "correction" term which amounts to 14.5 per cent at $r = 1$ and which further decreases rapidly for increasing $r$.

I wish to record my indebtedness to Drs. J. Sahade and C. U. Cesco for their careful revision of the manuscript.