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In this note, we shall try to present an elemen-
tary proof of a couple of closely related results
which have both proved quite useful, and also
indicate possible generalisations. The results we
have in mind are the following facts:

(a) A complex n£ n matrix A has trace 0 if and
only if it is expressible in the form A= PQj QP
for some P; Q.

(b) The numerical range of a bounded linear op-
erator T on a complex Hilbert space H, which is
de ned by

W(T) = fhTx;xi : x 2 H;jjxjj = 1g;
is a convex set 1.

We shall attempt to make the treatment easy-
paced and self-contained. (In particular, all the
terms in ‘facts (a) and (b)' above will be de-
scribed in detail.) So we shall begin with an
introductory section pertaining to matrices and
inner product spaces. This introductory section
may be safely skipped by those readers who may
be already acquainted with these topics; it is in-
tended for those readers who have been denied
the pleasure of these acquaintances.

M atrices and Inner-product Spaces

An m £ n matrix is a rectangular array of numbers of
the form 0 1
a1 ap ¢ ay,
A axm ¢ ay,

. . (1)
am1 amz ®¢ am,
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We shall sometimes smply write A = ((a;j)) as short-
hand for the above equation and refer to a; asthe entry
in the i-th row and j-th column of the matrix A. The
matrix A is said to be a complex m £ n matrix if (as
in (1)) A isa matrix with m rows and n columns all of
whose entries a; are complex numbers. In symbols, we
shall express the last sentence as

A2Mnen(C), @ 2Cforall- i;j- n:

(Clearly, we may similarly talk about the sets M me o (R)
and Mz 1 (£) of m£ n real or integral matrices, respecti-
vely;? but we shall restrict ourselves henceforth to com-
plex matrices.)

The collection M£,(C) has a natural structure of a
complex vector spacein thesensethat if A = ((&;));B =
((0;)) 2 Mmen(C) and , 2 C, we may de ne the linear
combination | A + B 2 Mmen(C) to be the matrix with
(i;j)-th entry given by , a; + h;. (The zero' of this
vector spaceisthe m£ n matrix all of whose entries are
0; this "zero matrix' will be denoted simply by 0.)

Given two matrices whose ‘sizes are suitably compati-
ble, they may be multiplied. The product AB of two
matrices A and B is de ned only if there are integers
m;n;p such that A = ((aik)) 2 Mmzn, B = ((hq)) 2
Mg p; in that case AB 2 Mz is de ned as the matrix
((Gj)) given by

X

Gj = aich: (2
k=1

Unlike the case of usual numbers, matrix-multiplication
is not ‘commutative. For instance, if we set

Hoilﬂ _Hlo'ﬂ'

then it may be seen that AB 6 BA.

2More generally, for any ring R,
we may talk of the set M, x n(R)
of all m x n matrices with en-
tries coming from R. This is
also a ring with respect to ad-
dition and multiplication as
defined above, provided m=n.

RESONANCE | June 2002 AI\/\/\/\/V

15



GENERAL | ARTICLE

3 This algebraic requirement is
equivalent, under mild addi-
tional conditions, to the geo-
metric requirement that the
mapping preserves ‘collinear-
ity’:i.e., if x,y,z are three points
in C" which lie on a straight
line, then the points Tx, Ty, 7z
also lie on a straight line.

Theway tothink about matricesand understand matrix-
multiplication is geometrically. When viewed properly,
thereason for the validity of the example of the previous
paragraph is this: if Ta denotes the operation of “coun-
terclockwise rotation of the plane by 90°', and if Tg de-
notes ‘projection ontothe x-axis, then Ta£Tg, theresult
of doing Tg rst and then Ta, isnot thesameas Tg T,
theresult of doing T rst and then Tg. (For instance, if
X = (1;0), then Tg(x) = X; Ta(X) = Ta £Tg(x) = (0; 1)
while Tg £ Ta(x) = (0;0).)

Let us see how this “algebra-geometry' nexus goes. The
correspondence

0 1
Z;
Z3
z= (21,22, 00¢;2,) $ % : § =% (4
Zn

setsup an identi cation between C" and M ¢ 1(C), which
is an ‘isomorphism of complex vector spaces { in the
sense that

V4202 54+ %0

Now, if A 2 Mmgn(C), consider the mapping Ta : C !
C™ which is de ned by the requirement that if z 2 Cn,
then

Ya(z) = A2 (5)

where A2 denotesthe matrix product of them£ n matrix
A and then£ 1 matrix 2. It isthen not hard to see that
T, is a linear transformation from C" to C™: je, Ta
satis es the algebraic requirement 2 that

Ta( X+ y) =, Ta(x) + Ta(y)for all x;y 2 C":
Theimportance of matrices stems from thefact that the

converse statement istrue; i.e, if T is a linear transfor-
mation from C" to C™, then there is a unique matrix
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A 2 Mmen(C) such that T = Ta. To seethis, consider

the collection f&{™;el": ¢¢¢: &g of vectors in C" de-

“ned by the requirement that ef”) has j -th coordinate
equal to 1 and all other coordinates zero. The collection
fe™: el ¢o¢; el g is usually referred to asthe standard

basis for C": note that

X (n)
z= e, z=(,1;,2 0, )

5

i=1

Sncefe™ : 1. i - mgisthe standard basis, we see

that the linear transformation T uniquely determines
numbers a; 2 C such that

(n) X (m)
Tg ' = aje ‘forall- j- n: (6)

i=1

If we put A = ((&;j)), then the de nition of Ta shows
that also
xn
TAeJ(”) = a;e™forall- j- n
i=1

and hence, for any z = (| 1;, 2; ¢¢¢; . ,) 2 C", we deduce
from linearity that

X (n) X (n) X X (m)
Tz=T(C ,;)= ,i(Tg)= .,; &8
ji=1 j=1 j=1 i=1
X (n) X (n)
= Lji(Tag ") =Tal ,jg ") =Taz
j=1 =1

Thus, we do indeed have a bijective correspondence be-
tween M e (C) and the collection L(C"; C™) of linear
transformations from C" to C™. Note that the matrix
corresponding to thelinear transformation T is obtained
by taking the j-th column as the (matrix of coet cients
of the) image under T of the j-th standard basis vec-
tor. Thus, the transformation of C? corresponding to
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The inner product
allows us to
‘algebraically’
describe distances
and angles.

‘counter-clockwise rotation by 90°' is seen to map e(f)
to e(zz), and e(f) to j e(lz), and the associated matrix is
the matrix A of (3). (Thereader is urged to check sim-
ilarly that the matrix B of (3) does indeed correspond

to ‘perpendicular projection onto the x-axis'.)

Finally, if A = ((ai)) 2 Mmen(C) and B = ((hg)) 2
Mne p(C), then we have T : C"1 C™ and T : CP !
Cn . and consequently “composition' yidds the map Ta +
Tg : CP 1 C™ A moment's re° ection on the prescrip-
tion (contained in the second sentence of the previous
paragraph) for obtaining the matrix corresponding to
the composite map Ta + Tg shows the following: multi-
plication of matrices is de ned the way it is, precisdy
because we have:

T/_\B = T/_\ iTB:

(This justi es our remarks in the paragraph following
(3).)

In addition to being a complex vector space, the space
C" hasanother structure, namely that given by its inner
product’. The inner product of two vectorsin C" isthe
complex number de ned by

xXn
h(>>; 6CC; »,); (1; €0¢; 7 )i = » (7)

i=1

The rationale for consideration of this ‘inner product'
stems from the observation { which relies on basic facts
from trigonometry { that if x = (»;»);y = (1;72) 2
R2, and if one writes O;X and Y for the points in
the plane with Cartesian co-ordinates (0; 0); (»; ») and
("1;” 2) respectively, then one has the identity

hx;yi = JOX | jOY jcos(angleX OY):

The point is that the inner product allows us to “alge-
braically' describe distances and angles.
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If x 2 C", it is customary to de ne
jixii = (h;xi)? (8)

and to refer to jjxjj as the norm of x. (In the notation
of the previous example, we have jjxjj = jOX].)
One nds more generally (see [1], for instance) that the
following relations hold for all x;y 2 C" and , 2 C:

2 Jixji, 0,and jjxjj=0, x=0

2 01 xii = 3,0 i

2 (Cauchy{ Schwarz inequality)

i yij - jixii iyii

2 (triangle inequality) jjx + yjj - jixjj + jiyi]

More abstractly, one has the following de nition:

DEFINITION 1. A complex inner product spaceis
a complex vector space, say V, which is equipped with
an ‘inner product'; i.e., for any two vectors x;y 2 V,
there is assigned a complex number { denoted by hx;yi
and called the inner product of x and y; and this inner
product is required to satisfy the following requirements,
for all X;y;X1;%2;y1;y22 V and | 15, 2,211,222 C

- : P, P, ,
fsf") (sesquilinearity) h i, ixi; o, byl =
2 .
=1 i T XY
(b) (Hermitian symmetry) hx;yi = hy; xi

(¢) (Positive de niteness) hx;yi , 0, and hx;xi = 0,
x=0.

The statement "C" is the prototypical n-dimensional
complex inner product space' isacrisper, albeit less pre-
cise version of the following fact (which may be found
in basic texts such as [1], for instance):
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PROPOSITION 2. If V; and V, are n-dimensional vec-
tor spaces equipped with an inner product denoted by
hg &y, and h¢ ¢,, then there exists a mapping U : V; !
V., satisfying:

(a) Uisalinear map (i.e., U(, x+y) = , Ux+ Uy for all
X;y 2 Vp); and

(b) hUx; Uyiy, = hx;yiy, for all x;y 2 Vi.

Moreover, a such a mapping U is necessarily a 1-1 map
of Vi onto V,, and the inverse mapping U' ! is neces-
sarily also an inner product preserving linear mapping.
A mapping such as U alove is called a unitary operator
from Vi to Va.

In particular, we may apply the above proposition with
Vi = C" and any n-dimensional inner product space
V = V,. The following lemma and de nition are fun-
damental. (We omit the proof which is not dix cult
and may be found in [1], for instance. The reader is
urged to try and write down the proof of the implica-

tions (i), (ii).)

LEMMA 3. Let V be an n-dimensional inner product
space. The following conditions on a set fv;; vo; ¢¢¢; v,g
of vectorsin V are equivalent:

(i) there exists a unitary operator U : C" IV such that

vi = Ue™ for all i.
Yy

oo L1ifi=g

(i) vl =25 = jtig

The set fvi; vy; ¢¢¢; v,g is said to be an orthonormal ba-
sis for V if it satis es the above conditions.

If V isasabove, and if fvy;v,; ¢¢¢; v, g is any orthonor-
mal basis for V, then it is easy to see that

P
(i) v="_,hv;viv forallv2 V; and
P
(i) hv;wi = L hv;viihy; wi for all viw 2 V.

20
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Now if T:V ! Visalinear transformation on V, the
action of T may be encoded, with respect to the basis
fvig, by the matrix A 2 M,£,(C) de ned by

aj = hrv;; vi:

We shall call A the matrix representing T in the basis
fvy; €CC v, Q.

It isnatural to call an n£ n matrix unitary if it represents
a unitary operator U : V ! V in some orthonormal
basis; and it is not too di+ cult to show that a matrix is
unitary if and only if its columns form an orthonormal
basis for C".

Moreor lessby de nition, weseethat if A;B 2 Mz n(C),
the following conditions are equivalent:

(a) there exists a linear transformation T : V! V such
that A and B represent T with repect to two orthonor-
mal bases;

(b) there exists a unitary matrix U such that B =
UAU' L,

In (b) above, the Ui ! denotes the unique matrix which
serves as the multiplicative inverse of thematrix U. (Re-
call that the multiplicative identity is given by the ma-
trix 1, whose (ij )-th entry is%; (de ned in Lemma 3 (ii)
above); and that the matrix representing an operator is
invertible if and only if that operator is invertible.)

Finally recall that the trace of a matrix A 2 M,(C) is
de ned by 4
X0
TronA=TrA = Qi
i=1
and recall the following basic property of the trace:

PROPOSITION 4. Suppose A 2 Mmen(C);
B 2 Mnem(C). Then,

TrnAB = Tr,BA:

4 Here and in the sequel, we
shall write M, instead of
M, xn.
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In particular, if C;S 2 M,(C) and if S is invertible,
then
TrSCS' ' = TrC;

Proof: For the rst identity, note that
! A !

A !
XX X
TrmAB = akbi = biaix = TrnBA:
i=1 k=1 k=1 i=1
The second identity follows from the rst, since
TrSCS ' = TrcS' 'S = TrCl, = TrC:
2

On Commutators, Numerical Ranges and Zero
Diagonals

We wish to discuss elementary proofs of the following
three well-known results:

(A) A sguare complex matrix A has trace zero if and
only if it is a commutator { i.e, A = BCj CB, for
some B; C.

(B) If T isalinear operator on an inner product space
V, then its numerical range W(T) = fhIx;xi : x 2
V;jjXjj = 1gis a convex set.

(C) A matrix A 2 M,(C) has trace zero if and only
if there exists a unitary matrix U 2 M,(C) such that
UAU! ! has all entries on its ‘main diagonal' equal to
zero.

As for the arrangement of the proof, we shall show that
(C) follows from (B), which in turn is a consequence of
thecase n = 2 of (C). So as to be logically consistent,
we shall rst prove (C) when n = 2, then derive (B),
then deduce (C) for general n, and nally deduce (A)
from (C). Further, since the 'if' parts of both (A) and
(C) areimmediate (given thetruth of Proposition 4), we
shall only be concerned with the “only if' parts of these
Statements.
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Our proofs will not be totally self-contained; we will
need one ‘standard fact' from linear algebra. Thus, in
the proof of Lemma 5 below, we shall need the fact {
at least in two-dimensions { that every complex matrix
has an "upper triangular form'.

In the following proofs, we shall interchangeably think
about elements of M,,(C) as linear operators on C" (or
equivalently, on some n-dimensional complex inner prod-
uct space with a distinguished orthonormal basis).

LEMMA 5. If A 2 M»(C) and Tr A = 0, then there
exists a unitary matrix U 2 M,(C) such that

UAUI ! = “oal

= .0

Proof: To start with, we appeal to the fact { see [1],
for instance { that every complex square matrix has an
‘upper triangular form' with respect to a suitable or-
thonormal basis; in other words, there exists a unitary
matrix U, 2 M,(C) such that

Ho b‘ﬂ
U1AU T = 0c (9)

Note { by Proposition 4 { that
a+c=TrU,AUI ' = TrA = 0

andsoc=j a. Incasea= 0, wemay takeU = U; and
the proof will be complete.

So suppose a 6 0. This hypothesis guarantees that the
matrix A hasthedistinct ‘eigenvalues aand i a;i.e, we
can nd vectors x;y of norm 1 such that U;AUj 'x = ax
and U;AU} 'y = j ay. Infact, x = €2 and y = pel? +
qeéz) for suitable p and qwith q6 0 (sncea 6 0). Thus
x and y are lineary independent. Now, if ® 2 C, we
have:
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HULAU H(@ + Ty); (@ + )i

ah(® i y);(®+ )i

a(j®?2i j 2+ 2l m®hxyi):

Now pick ®, ~ tosatisfy j& = j j = land | m& hx;yi =
0 { which is clearly possible. Independence of x and y

and thefact that ® 6 Oguaranteethat w= @+ y 6
0. Then, hU;AU; *w;wi = 0.

Let up = 7i=, and let u, be a unit vector orthogonal
tou;. Let U, be the unitary operator on C? such that
Ui 'e® = uj for j = 1;2. It is then seen that if U =
U,U; and B = UAU! 1, then

Be?;e?i = hU(UAUL YU te?; e
= NUAUHUL 6?5 U) teli
= HU;AUf Mug; uji
= O

SinceTr B = Tr A = 0, weconcludethat the (2,2)-entry
of B must also be zero; in other words, this U does the
trick for us.

Proof of (B): It sut cesto prove the result in the spe-
cial case when V is two-dimensional. (Reason: Indeed,
if x and y are unit vectorsinV, and if V, isthe subspace
spanned by x and y, let To denote the operator on Vy
induced by the matrix

H AT uq;ud hTuy; ugi
ATuq;usi hTususi

where f up; u>g is an orthonomal basis for V. The point
isthat Ty iswhat is called a ‘compression' of T and we
have

HToXo; Yol = hT Xo; Yol Whenever Xq; Yo 2 Vo:

In particular, if we knew that W(Ty) was convex, then
the line joining hT x; xi and KTy;yi would be contained

24
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in the convex set W(To) which in turn is contained in
W(T) (by the displayed inclusion above).)

Thuswemay assumeV = C2, Also, sinceW (T ,I,) =
W(T)i , { asisreadily checked { we may assume, with-
out loss of generality that TrT = 0. Then, by Lemma 5,
the operator T isrepresented, with respect to a suitable
orthonormal basis, by the matrix
H 0 a f .
b 0

An easy computation then shows that

W(T) = fayx + bxy : x;y 2 C;jxj* + jyj* = 1g:

Sincefyx : x;y 2 C;jxj2+jyj?= 1g=fz2 C:jzj - 1ig,

we thus nd that
W(T)=faz+ &:z2 C;jzj - %g

and we may deduce the convexity of W(T) from that of
thediscfz2 C:jzj - 3g. 2

Proof of (C): We prove this by induction, the case
n = 2 being covered by Lemma 5.

So assume theresult for nj 1, and suppose A 2 M,,(C).
Then notice, by the now established (B), that

1 X .
0=~ hae™: e™i 2 W(A):

i=1

Consequently, there exists a unit vector uy in C" such
that PAuy; usi = 0. Chooseuy; ¢¢¢:u, besothat f uy; ¢¢¢;
ungisan orthonormal basisfor C", and let U bethe uni-

tary operator on C" such that U] '™ = u; for 1- i -
n. Thenit isnot hard to seethat if A; = U;AUI %, then

2 e ei = 0; and

RESONANCE | June 2002 AI\/\/\/\/V 25




GENERAL | ARTICLE

Suggested Reading 2 if B denotes the submatrix of A; determined by
S deleting its rst row and rst column, then,

[t} P R Halmos, Finite-dimen- Try; 1 B = Try Ay = Tr, A = 0; and hence by our
sional vector spaces,Van . . .
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= O0for 1- i- n. Finally, if welet U be a unitary ma-
trix so that Ui 2™ = u?for each i, then UAU' * is seen
to satisfy

AU & &i = 0 for all i

Proof of (A): By replacing A by UAU' ! for a suitable
unitary matrix U, we may, by (C), assume that a; =
O for all i. Let by;hy; ¢¢¢ b, be any set of n distinct
complex numbers, and de ne

2o iz
hi = %b:c = ai e
J —Uh J m |f|6]

It isthen seen that indeed A= BCj CB.
Extensions

It isnatural to ask if complex numbers have anything to
dowith theresult that we havecalled (A). Thereference
[2] extends the result to more general  eds.

In another direction, onecan seek ‘good in nite-dimensio-
nal analogues of (A); one possible such line of gener-

Address for Correspondence alisation is pursued in [3], where it is shown that "a
(VS Sunder bounded operator on Hilbert spaceis a commutator (of
The Institute of Mathematical | g)ch operators) if and only if it is not a compact pertur-

Sciences . ,
Chennai 600 036, India. bation of a non-zero scalar'.
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