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ASYMPTOTIC BEHAVIOUR UNDER ITERATED RANDOM
LINEAR TRANSFORMATIONS

S.G. Dani and Riddhi Shah

Abstract. Let V be a finite-dimensional real vector space. We describe condi-
tions for a sequence of the form {µi∗ν}, where µ is a probability measure on GL(V )
(µi denotes the i-th convolution power of µ) and ν is a finite positive measure on
V , to converge in distribution (in the vague topology) to the zero measure on V .
The conditions depend on µ only via the closed subgroup of GL(V ) generated by
the support of µ.

1. Introduction

Let V be a finite-dimensional real vector space (namely IRd for some d). It is
well-known and easy to see that given a linear transformation T of V onto itself
and a vector v in V , the trajectory {v, Tv, T 2v, . . . } goes off to infinity unless
v is contained in a T -invariant subspace W of V on which the restrictions of
{T i | i = 1, 2, . . . } form a bounded set of linear endomorphisms. Similarly, if we
start with an initial distribution ν on V , the sequence {ν, Tν, T 2ν, . . . } ‘dissipates
to infinity’ unless ν(W ) > 0 for a subspace W as above. Here we ask the
question as to what happens if we start with an initial distribution ν and apply
iteratedly random linear transformations, rather than a fixed transformation T .
In other words, we consider the behaviour of the sequence {XiXi−1 · · ·X1ν}, as
i→∞, where {Xi} is a sequence of independent GL(V )-valued random variables
and ν is an initial distribution (we shall mainly consider the case where {Xi}
are identically distributed, but some results are proved in somewhat greater
generality). We show that under certain quite general conditions a behaviour
similar to the deterministic case holds (see Corollary 1.4).

Let M1(GL(V )) denote the space of probability measures on GL(V ). Let
M(End(V )) and M(V ) denote the spaces of finite (nonnegative real valued)
measures on End(V ) and V respectively, equipped with the usual vague topol-
ogy. We note that dissipation of a sequence of measures on V corresponds to
convergence to the zero measure in M(V ). We shall denote the zero measures
in M(V ) and M(End(V )) by 0. For µ ∈ M1(GL(V )) we denote by G(µ) the
smallest closed subgroup of GL(V ) containing suppµ, the support of µ. It turns
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out that the conclusions depend on the subgroup G(µ), rather than the specific
measure µ. We prove the following.

Theorem 1.1. Let {µi} be a sequence in M1(GL(V )) such that µi → 0 in
M(End(V )). Let µ ∈ M1(GL(V )) be such that µi ∗ µ = µ ∗ µi for all i. Then
for any ν ∈M(V ) at least one of the following conditions holds:

i) µi ∗ ν → 0 in M(V ), as i→∞, or
ii) there exists a proper subspace W of V such that ν(W ) > 0 and W is

invariant under the action of a subgroup of finite index in G(µ).

The theorem can be applied, in particular, to sequences of the form {µni},
where {ni} is a sequence of natural numbers, and µ ∈M1(GL(V )) is such that
µni → 0 in M(End(V )). For measures supported on SL(V ), the special linear
group, it is known that µi → 0 in M(End(V )) whenever G(µ) is noncompact
(see Proposition 5.4). Together with Theorem 1.1 this implies the following.

Corollary 1.2. Let µ ∈ M1(SL(V )) be such that G(µ) is noncompact. Then
µi ∗ ν → 0 in M(V ), for any ν ∈ M(V ) such that ν(W ) = 0 for every proper
subspace W which is invariant under a subgroup of finite index in G(µ). In
particular, if G(µ) acts strongly irreducibly on V , then µi ∗ ν → ν({0})δ0, as
i→∞, for all ν ∈M(V ).

The second assertion in the Corollary can also be deduced from the classical
theorem of Furstenberg ([3], Theorem 8.6) asserting that if {Xi} is an i.i.d. se-
quence of SL(V )-valued random variables with distribution µ ∈M1(SL(V )) such
that G(µ) is noncompact and acts strongly irreducibly on V , then, in fact, for
any v ∈ V , v 	= 0, ||XiXi−1 · · ·X1v|| grows exponentially to∞. Though there has
been considerable subsequent development along the lines initiated by Fursten-
berg (see, for instance, [5], [6] and [8], and other works cited there), it does not
seem to apply to the general case as above. We note also that in the general case
exponential growth is not to be expected for the norms of corresponding random
sequences of vectors, as can be seen even from the deterministic case (e.g. µ a
point measure supported on a unipotent transformation). It may also be noted
that, in general, irreducibility of the G(µ)-action is not adequate, in the place of
strong irreducibility, to ensure the conclusion as in the second statement in the
corollary (see Remark 5.5).

For measures µ not supported on SL(V ), conditions on G(µ) do not determine
whether µni → 0 in M(End(V )) for some sequence {ni} in IN . Some of the
theory as in [6] and [8] provides conditions on µ ∈M1(GL(V )) which can ensure
that µi → 0 in M(End(V )), and these may be used in applying Theorem 1.1 for
measures µ not supported on SL(V ). We shall however not go into the details
of this here, especially as the conditions involved are relatively technical.

The first part of Corollary 1.2 reduces the task of studying the limit points of
{µi ∗ ν} in M(V ), to ν such that ν(W ) > 0 for some proper subspace invariant
under a subgroup of finite index in G(µ). For a class of measures µ we get a
characterisation in terms of only invariant subspaces on which the G(µ)-orbits
are bounded.
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Definition 1.3. A subgroup H of GL(V ) is said to be of type S if there exists
a closed subgroup H̃ of GL(V ) containing H, such that the following holds:

i) if E is a subset of V which is H-invariant and can be expressed as a finite
union of subspaces of V , then E is also H̃-invariant, and

ii) if S is the subset of H̃ consisting of all the elements x such that x is either
unipotent or contained in a compact connected subgroup of H̃, then the subgroup
generated by S is dense in H̃.

Clearly if H is a subgroup which is generated by the unipotent elements and
compact connected subgroups contained in it, then it is of type S. However,
a subgroup H can be of type S even without this being satisfied. We note, in
particular, that if H is such that the Zariski closure of H in GL(V ) is a connected
semisimple Lie group or, more generally, a connected Lie group whose solvable
radical is nilpotent, then H is of type S. We note also that a subgroup of type
S is necessarily contained in SL(V ).

Corollary 1.4. Let µ ∈ M1(SL(V )) be such that G(µ) is of type S. Let B be
the subspace of V consisting of all the elements v such that the G(µ)-orbit of
v is bounded in V . Let ν ∈ M(V ). Then µi ∗ ν → 0 in M(V ) if and only if
ν(B) = 0.

In the case of measures µ ∈M1(GL(V )) whose support contains the identity
element our proof of Theorem 1.1 is essentially self-contained. For the general
case however we need a result (Proposition 5.1) whose validity we are at present
able to establish in full generality only via the Szemeredi theorem (see also
Remark 5.2 for an intermediate case).

Finally we may also mention that while for convenience of exposition we have
restricted to vector spaces over the field of real numbers, the proofs show that
analogous results hold also for vector spaces over p-adic fields.

2. Preliminaries

For a locally compact space X we denote by M(X) the space of all finite non-
negative real-valued measures on X, equipped with the usual vague topology.
We denote by M1(X) the subset of M(X) consisting of all probability measures.
For x ∈ X we denote by δx the unit point mass on X supported at the point x.

Let G be a locally compact second countable topological group and µ ∈
M1(G). Recall that G(µ) denotes the smallest closed subgroup of G containing
suppµ. There exists a unique smallest closed normal subgroup H of G(µ) such
that suppµ is contained in a single coset of H; this subgroup will be denoted by
N(µ). For µ ∈M1(G) we denote by µ̃ the measure defined by µ̃(E) = µ({g−1 |
g ∈ E}), for all Borel subsets E of G. It can be seen that G(µ ∗ µ̃) and G(µ̃ ∗ µ)
are contained in N(µ), and that they generate a dense subgroup of N(µ).

We denote by V a finite-dimensional (real) vector space and by End(V ) the
algebra of linear endomorphisms of V , equipped with the usual topology. We
recall that for µ ∈ M1(End(V )) and ν ∈ M(V ), the convolution product µ ∗ ν
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is the measure on V defined by the condition
∫

fd(µ ∗ ν) =
∫

f(gx)dµ(g)dν(x),
for all continuous functions f on V , with compact support.
Definition: A measure ν ∈M(V ) is said to be r-pure if there exists a sequence
{Vi} of r-dimensional subspaces of V such that ν(V −∪∞1 Vi) = 0 and ν(W ) = 0
for all subspaces W of dimensional less than r; ν is said to be pure if it is r-pure
for some r.

Any measure ν ∈ M(V ) can be decomposed uniquely as ν = Σd
r=0νr, where

d is the dimension of V and νr is a r-pure measure for each r.

Lemma 2.1. Let ν ∈ M(V ). Let a > 0 and {Wi} be a sequence of subspaces
of V such that ν(Wi) ≤ a and ν(Wi) → a. Then ν(Wi) = a for all large i. In
particular, there exists a proper subspace W0 such that ν(W ) ≤ ν(W0) for every
proper subspace W of V .

Proof: Suppose that the first assertion of the lemma does not hold. Then there
exists an increasing sequence {ki} of natural numbers such that ν(Wki) < a
and ν(Wki) increases monotonically to a. Passing to such a subsequence and
modifying notation we may assume that {ν(Wi)} increases monotonically to a.

Now, let ν = Σd
r=0νr be the decomposition of ν into pure measures, νr being

r-pure for each r. Passing to a subsequence we may assume that for each r,
{νr(Wi)} is convergent, say νr(Wi) → ar. Then a = Σd

r=0ar. Since ν(Wi) < a
for all i there exists r ≥ 1 such that νr(Wi) < ar for infinitely many i. This
shows that without loss of generality we may assume that ν is an r-pure measure
for some r = 1, . . . , d.

Let {Vj} be the sequence of r-dimensional subspaces such that ν(Vj) > 0
for all j, and ν(V − ∪Vj) = 0. We now define inductively a sequence {Nj} of
subsets of IN as follows. Let N1 = IN . For j ≥ 2, having chosen N1, . . . Nj−1,
we choose Nj to be an infinite subset of Nj−1 as follows: if Vj is contained in
Wn for infinitely many n in Nj−1 we choose Nj to be the subset consisting of n
for which this holds; if Vj is contained in Wn only for finitely many n in Nj−1

then we choose Nj to be the subset consisting n in Nj−1 for which Vj is not
contained in Wn.

Now for each i, let ni be the least element of Ni, and W ′
i = Wni . Then we see

that for every j either Vj is contained in W ′
i for all large i, or ν(Vj ∩W ′

i ) = 0 for
all large i. Let J be the subset of IN consisting of all j such that Vj is contained
W ′

i for all large i. Let V ′ be the subspace of V spanned by ∪j∈J Vj . Then there
exists a finite subset F of J such that V ′ is also spanned by ∪j∈F Vj . It follows
therefore that V ′ is contained in W ′

i , and in particular ν(W ′
i ) ≥ ν(V ′), for all

large i, say i ≥ i0. Now suppose, if possible, that there exists a p ≥ i0 such
that ν(W ′

p) > ν(V ′). Then there exists q ∈ IN , q /∈ J , such that Vq is contained
in W ′

p, and ν(W ′
p) ≥ ν(V ′) + ν(Vq). There exists a finite subset, say F ′ of IN ,

complementary to J , such that ν(∪j /∈J∪F ′ Vj) < ν(Vq). The choice of J shows
that ν(W ′

i ∩ Vj) = 0 for all large i, say i ≥ i1, and all j ∈ F ′. Hence, for i ≥ i1,

ν(W ′
i ) ≤ ν(V ′) + ν(∪j /∈J∪F ′ Vj) < ν(V ′) + ν(Vq) ≤ ν(W ′

p),
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which is a contradiction since {ν(W ′
i )} is nondecreasing. This shows that ν(W ′

i ) =
ν(V ′), for all large i. But then a = ν(V ′) and we have ν(Wni) = ν(W ′

i ) = a for
all large i. This proves the lemma.

Proposition 2.2. Let ν ∈ M(V ). Let {gi} be a divergent sequence in End(V )
(viz. {gi} has no convergent subsequence), and let W be the subspace of V
consisting of all points v in V such that {giv} is bounded in V . If λ ∈M(V ) is
a limit point of {giν} then ν(W ) ≥ λ(V ). In particular, if there exist a compact
subset K of V and a > 0 such that (giν)(K) ≥ a for all i, then ν(W ) ≥ a.

Proof: Let Ṽ be the one-point compactification of V , and let∞ denote the point
at infinity. We view giν, i ∈ IN , as measures on Ṽ . Let λ̃ be the measure on
Ṽ such that λ̃(V ) = λ(V ) and λ̃({∞}) = ν(V ) − λ(V ). Then the condition in
the hypothesis implies that λ̃ is a limit point of the sequence {giν} in M(Ṽ ).
Passing to a subsequence we may assume that {gi} converges pointwise on Ṽ ,
say gi → γ, where γ : Ṽ → Ṽ is a Borel map. Then we have γ(ν) = λ̃. Since
γ(v) = ∞ for all v /∈ W , it follows that λ(V ) = λ̃(V ) = ν(γ−1(V )) ≤ ν(W ).
This proves the first statement. The second may be proved by considering a
limit point of {giν} viewed as a sequence of measures on Ṽ .

Proposition 2.3. Let {µk} be a sequence of probability measures on End(V )
such that µk → 0 in M1(End(V )). Let ν ∈ M1(V ) be such that µk ∗ ν → λ in
M(V ). Then there exists a proper subspace W of V such that ν(W ) ≥ λ(V ).

Proof: Clearly we may suppose that λ(V ) > 0. Let s ∈ (0, λ(V )) and t ∈
(s, λ(V )) be arbitrary. Let B be a ball in V centered at 0, such that λ(B) > t.
Then (µk ∗ ν)(B) > t for all large k, say all k ≥ k0. Let A = {x ∈ End(V ) |
ν(x−1(B)) > s}. Then for k ≥ k0 we have t < (µk∗ν)(B) =

∫
ν(x−1B)dµk(x) ≤

µk(A) + sµk(Ac) = (1− s)µk(A) + s, and hence µk(A) > (t− s)/(1− s) > 0.
Let {Kr} be a sequence of compact subsets of End(V ) such that every compact

subset of End(V ) is contained in Kr for some r. For each r, we have µk(Kr)→ 0
as k → ∞. Therefore for all large k, µk(Kc

r ∩ A) 	= 0 and hence Kc
r ∩ A is

nonempty. Choose xr ∈ Kc
r ∩ A for each r. Then {xr} is a divergent sequence

in End(V ) and xrν(B) > s. By Proposition 2.2 this implies that there exists
a proper subspace Ws of V such that ν(Ws) ≥ s. Since this holds for any
s ∈ (0, λ(V )), by Lemma 2.1 there exists a proper subspace W such that ν(W ) ≥
λ(V ). This proves the proposition.

3. Measures on linear groups and invariance of subspaces

In this section we prove the following.

Theorem 3.1. Let G be a Lie group and ρ : G → GL(V ) be a representation
over a finite-dimensional IR-vector space V . Let µ ∈ M1(G), and {Hi} be a
sequence of closed subgroups of G such that ρ(Hi) has only finitely many con-
nected components for each i, and µ(Hi)→ 1 as i→∞. Let l ≥ 1, and for each
i let Ei be a ρ(Hi)-invariant subset of V which is a union of at most l proper
(vector) subspaces of V . Then Ei is ρ(G(µ))-invariant for all large i.
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Proof. To begin with we note that it suffices to show that Ei is ρ(G(µ))-invariant
for infinitely many i (since such a result can then be applied to subsequences
of the given sequence). Therefore there is no loss of generality in passing to
subsequences of {Ei}, which we shall do in the sequel wherever convenient.

Clearly, for each i and any r, the subset E
(r)
i of Ei defined to be the union

of all maximal subspaces of Ei with dimension r is ρ(Hi)-invariant. It suffices
to prove the theorem for the sequences of sets {E(r)

i } for each r, in the place
of {Ei}, and hence, passing to a subsequence, we may assume that all maximal
subspaces of Ei are of the same dimension r ≥ 1.

Now let ∧r V denote the r-th exterior power of V and let ∧rρ : G→ GL(∧r V )
be the rth exterior power of ρ. For each i let E′i be the subset of ∧r V consisting
of (at most l) lines L, of the form ∧r U where U is an r-dimensional subspace of
Ei. Then each E′i is ∧rρ(Hi)-invariant, and to prove the theorem it suffices to
show that E′i is ∧rρ(G(µ))-invariant for all large i. This shows that it suffices
to prove the theorem in the case when r = 1. Furthermore, by an argument as
above we may also assume that Ei does not contain any proper ρ(Hi)-invariant
subset which is a union of lines, for any i.

Now suppose first that all Hi are finite subgroups. In this case µ is an atomic
measure. Also, in view of the above reduction, for each i, Ei consists of points
whose ρ(Hi)-orbit has at most 2l points (note that in each of the lines in Ei the
orbit can have at most 2 points, namely a vector and its negative). For each
k ≥ 1 let Bk be the subgroup of G generated by {g ∈ G | µ({g}) ≥ 1

k}. As
µ(Hi) → 1 it follows that each Bk is contained in Hi for all large i; specifically
this holds for all i such that µ(Hi) > 1 − 1

k . In particular each Bk is a finite
subgroup. We note also that {Bk} is an increasing sequence of subgroups and
∪k Bk is dense in G(µ). For each k ≥ 1 let Pk be the subset of V consisting
of all points whose ρ(Bk)-orbit has at most 2l points. Then each Pk is a finite
union of subspaces, and since {Bk} is an increasing sequence of subgroups, {Pk}
is a decreasing sequence of sets. By considerations of dimension and the number
of maximal subspaces we see that there exists m ≥ 1 such that Pm = ∩k Pk.
Then for v ∈ Pm, for each k the ρ(Bk)-orbit of v has at most 2l points, and as
{Bk} is an increasing sequence of subgroups whose union is dense in G(µ) this
implies that the ρ(G(µ))-orbit of v has at most 2l points. Since this holds for
every v in Pm it follows that there is a closed subgroup of finite index in G(µ),
say G′, such that ρ(G′) fixes every point of Pm. Then there exists n ≥ m such
that G(µ) = BnG′. In turn this implies that every ρ(G(µ))-orbit in Pn = Pm is
an orbit of ρ(Bn). Recall that Bn is contained in Hi for all large i, say i ≥ i0.
As ρ(Hi)-orbits of the points in Ei have at most 2l points, this implies that for
all i ≥ i0 the set Ei is contained in Pn. Thus the ρ(G(µ))-orbit of any point
in Ei, i ≥ i0, is an orbit of ρ(Bn). Since ρ(Bn) is contained in ρ(Hi) and Ei is
ρ(Hi)-invariant, this shows that for i ≥ i0, Ei is ρ(G(µ))-invariant. This proves
the theorem in the case at hand.

Now consider the general case. For each i let H̃i be the Zariski closure of
ρ(Hi) in GL(V ). Then each H̃i is a real algebraic subgroup, in particular a
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closed subgroup with finitely many connected components, leaving invariant the
subset Ei. This shows that to prove the theorem it now suffices to consider
the case when G = GL(V ), ρ is the identity representation, and each Hi is a
real algebraic subgroup of GL(V ); (also the maximal subspaces of Ei may be
assumed to be one-dimensional as before).

Passing to a subsequence we may assume that Hi are all of the same dimen-
sion. Now, unless H0

i is the same for all large i, we can get a sequence {H ′i}
of real algebraic subgroups such that H ′i is a lower dimensional subgroup of Hi

for all i, and µ(H ′i) → 1 as i → ∞ (consider H ′i = Hi ∩ Hki
, for suitable ki).

Therefore without loss of generality we may further assume that H0
i are all same,

say H0
i = H for all i.

Since H is connected it follows that each of the lines contained in Ei is H-
invariant. For a given i and a given character χ : H → IR+ the subset {v ∈ Ei |
h(v) = χ(h)v for all h ∈ H} is invariant under the action of Hi. Hence from
our choice, made earlier, it follows that for each i there exists a character χi

such that h(v) = χi(h)v for all h ∈ H and v ∈ Ei. There are only finitely many
characters that can occur for the given action of H on V . Therefore passing to
a subsequence we may assume that χi is the same for all i; thus there exists
χ : H → IR+ such that h(v) = χ(h)v for all h ∈ H and v ∈ Ei for any i.

Let W = {v ∈ V | h(v) = χ(h)v for all h ∈ H} and let G′ = {g ∈ G | g(W ) =
W}. Let σ : G′ → GL(W ) be the representation obtained by restriction. Clearly,
for each i, Ei is contained in W and Hi is contained in G′, and in turn G(µ) is
contained in G′. Let H ′ = σ−1(σ(H)). Since σ(H) acts as scalars it follows that
H ′ is normal in G′.

Now let G1 = G′/H ′. Let S be the subgroup of GL(W ) consisting of positive
scalar transformations. We have a canonical isomorphism, say ϕ, of GL(W )/S
onto GL1(W ), the latter being the subgroup of GL(W ) consisting of the elements
with determinant ±1. We now define a representation σ′ : G1 → GL(W ), by
setting σ′(gH ′) = ϕ(σ(gH ′)S/S); it is well-defined since σ(H ′) is contained in
S. Let µ1 be the measure on G1, which is the image of µ under the quotient
map g �→ gH ′ for all g ∈ G′ (recall that G(µ) is contained in G′). Now HiH

′/H ′

are finite subgroups of G1 such that µ1(HiH
′/H ′) → 1. Also Ei is invariant

under σ′(HiH
′/H ′) for all i. Hence, by the special case considered earlier, Ei

is σ′(G(µ1))-invariant for all large i. This implies in turn that Ei is ρ(G(µ))-
invariant for all large i, thus proving the theorem.

4. Invariant subspaces of positive measure

In this section we prove the following theorem.

Theorem 4.1. Let µ ∈ M1(GL(V )). Let ν ∈ M1(V ) and suppose that there
exist a δ > 0 and proper subspaces Wj, j ∈ IN , of V such that (µj ∗ ν)(Wj) > δ
for all j ∈ IN . Then there exists a proper subspace W of V , such that the
following conditions are satisfied:
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i) ν(W ) > 0, and W is invariant under the action of a subgroup of finite
index in N(µ); and

ii) for any ε > 0 there exists a j0 ∈ IN such that for all j ≥ j0 we have
(µj ∗ ν)(U) < ε for all subspaces U of dimension less than that of W , and
|(µj ∗ ν)(gjxW )− (µj ∗ ν)(gjW )| < ε for all x ∈ N(µ) and g ∈ suppµ.

Proof: Let d be the dimension of V . For all j ∈ IN and 0 < m ≤ d, let cjm

denote the maximum of (µj∗ν)(W ) over all m-dimensional subspaces W of V ; we
recall that the maximum is attained - see Lemma 2.1. Then for each m, {cjm}
is a nonincreasing sequence, and hence converges to a limit, say cm. Clearly
0 ≤ c1 ≤ c2 ≤ · · · ≤ cd = 1. Let r be the minimum integer such that cr > 0; we
note that r ≤ d− 1 since by the condition in the hypothesis cd−1 > δ > 0.

For any k ∈ IN we shall denote by Fk the class of subsets of V which can be
expressed as a union of k subspaces of dimension r.

Now, for any j, k ∈ IN let αjk denote the supremum of (µj−1 ∗ ν)(S), over all
S ∈ Fk, where µ0 = δI , I being the identity element in GL(V ). Then clearly, for
any fixed k, {αjk} is a nonincreasing sequence in j; we denote by βk the limit of
{αjk}. Then, by the choice of r as above, β1 > 0. Also, clearly β1 ≤ βk ≤ kβ1

and βk ≤ 1 for all k. Therefore there exists l ∈ IN such that βk = kβ1 for
k = 1, . . . , l and βl+1 < (l + 1)β1.

We show that for all large j there exists a unique subset Aj ∈ Fl such that
(µj−1 ∗ ν)(Aj) = αjl. Let 0 < ε ≤ (β1 − (l + 1)−1βl+1)/2. There exists j1 ∈ IN
such that for j ≥ j1 we have αjk ∈ (βk − ε, βk + ε) for all 1 ≤ k ≤ l + 1, and
(µj−1∗ν)(W ) < ε for all subspaces W of dimension at most r−1. Let j ≥ j1 and
Aj , A

′
j ∈ Fl be such that (µj−1 ∗ ν)(Aj) > αjl − ε and (µj−1 ∗ ν)(A′j) > αjl − ε.

Suppose that A′j 	= Aj and let W be an r-dimensional subspace of A′j not
contained in Aj . Then (µj−1 ∗ ν)(W ) ≥ (µj−1 ∗ ν)(A′j) − (l − 1)(β1 + ε) ≥
(βl − ε)− (l − 1)(β1 + ε) = β1 − lε. Therefore

(µj−1 ∗ ν)(Aj ∪W ) = (µj−1 ∗ ν)(Aj) + (µj−1 ∗ ν)(W )− (µj−1 ∗ ν)(Aj ∩W )
≥ (βl − ε) + (β1 − lε)− lε = (l + 1)β1 − (2l + 1)ε
≥ βl+1 + ε > αj(l+1),

which contradicts the definition of αj(l+1). Therefore Aj and A′j as above are
same, which shows that there exists a unique Aj ∈ Fl such that (µj−1 ∗ν)(Aj) =
αjl for all large j; let j′ ∈ IN be such that this holds for all j ≥ j′.

Now, for all j ≥ j′ let Tj = {x ∈ GL(V ) | xAj ⊂ Aj+1} and θj = µ(Tj). Let

α′jl = sup{(µj−1 ∗ ν)(x−1Aj+1) | x 	∈ Tj}.
Then

α(j+1)l = (µj ∗ ν)(Aj+1) ≤ θjαjl + (1− θj)α′jl = θj(αjl − α′jl) + α′jl.

Therefore θj ≥ (αjl − α′jl)
−1(α(j+1)l − α′jl),provided αjl 	= α′jl. If W is an

r-dimensional subspace of V not contained in Aj , then

αj(l+1) ≥ (µj−1 ∗ ν)(Aj ∪W ) = αjl + (µj−1 ∗ ν)(W )− (µj−1 ∗ ν)(Aj ∩W ),
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and hence (µj−1 ∗ ν)(W ) ≤ αj(l+1) − αjl + lc(j−1)(r−1), where c.. is as defined
earlier. Therefore for any set B ∈ Fl we have

(µj−1 ∗ ν)(B) ≤ αj(l−1) + (αj(l+1) − αjl) + lc(j−1)(r−1).

In particular, this applies to x−1Aj+1 for x /∈ Tj , and hence we get that

α′jl ≤ αj(l−1) + (αj(l+1) − αjl) + lc(j−1)(r−1).

As j →∞ we have that c(j−1)(r−1) → 0 and therefore α′jl → βl−1 + βl+1 − βl =
βl+1 − β1. Thus αjl − α′jl → βl − (βl+1 − β1) = (l + 1)β1 − βl+1, and since
βl+1 < (l +1)β1 it now follows that (αjl−α′jl)

−1(α(j+1)l−α′jl)→ 1. This shows
that θj → 1, i.e. µ(Tj) = µ({x ∈ GL(V ) | xAj ⊂ Aj+1})→ 1.

Recall that for all x ∈ Tj , j ≥ j′, we have xAj ⊂ Aj+1, and since each
Aj is a union of l subspaces of dimension r, in fact xAj = Aj+1. For j ≥ j′

let Hj denote the subgroup {g ∈ GL(V ) | gAj = Aj}. Then we have, for all
x, y ∈ Tj , x−1y ∈ Hj and xy−1 ∈ Hj+1 for all j ≥ j′. Hence, denoting by χj the
characteristic function of Hj , for j ≥ j′ + 1, we see that

(µ ∗ µ̃)(Hj) =
∫

χj(xy−1)dµ(x)dµ(y) ≥ µ(Tj−1)2 → 1, as j →∞,

and, similarly, (µ̃ ∗ µ)(Hj) ≥ µ(Tj)2 → 1 as j → ∞. We note that each Hj ,
j ≥ j′, is a closed subgroup of GL(V ), with finitely many connected components.
Applying Theorem 3.1, with µ ∗ µ̃ and µ̃ ∗ µ in the place of the µ there, we get
that for all large j the set Aj is invariant under the action of the subgroups
G(µ ∗ µ̃) and G(µ̃ ∗ µ). As noted before G(µ ∗ µ̃) and G(µ̃ ∗ µ) generate a dense
subgroup of N(µ), and hence for all large j the set Aj is N(µ)-invariant.

Let j2 ∈ IN be such that Aj is N(µ)-invariant for all j ≥ j2. Since suppµ is
contained in a single coset of N(µ) it follows that for any g ∈ suppµ and j ≥ j2,
g−jAj is the same set, say A. Now, A is a union of l subspaces of dimension r,
and it is invariant under the action of N(µ). Also, ν(A) = (µj ∗ ν)(Aj) = αjl

for all large j, and hence ν(A) = βl = lβ1 > 0. Therefore A contains an r-
dimensional subspace W such that ν(W ) > 0. As A is N(µ)-invariant, W is
invariant under a subgroup, say N , of finite index (at most l) in N(µ). This
proves assertion (i) in the theorem.

Now let ε > 0 be given. Let x1, . . . , xq, where q ≤ l be such that N(µ)
is a disjoint union of xpN , 1 ≤ p ≤ q. Clearly, for all g ∈ suppµ and 1 ≤
p ≤ q, gjxpW are (maximal) r-dimensional subspaces of gjA = Aj . From
the definition of r and αjl it follows that there exists a j0 ≥ j2 such that for
all j ≥ j0 and any subspace U we have (µj ∗ ν)(U) ≤ β1 + (2l)−1ε if U is
r-dimensional, and (µj ∗ ν)(U) < ε if U is of dimension less than r. Since
(µj ∗ ν)(Aj) = βl = lβ1 for all j ≥ j2, the first part also yields that, for any
g ∈ suppµ and 1 ≤ p ≤ q, (µj ∗ν)(gjxpW ) ≥ lβ1−(l−1)(β1+(2l)−1ε) > β1− 1

2ε.
Since for every x ∈ N(µ) there exists xp such that xW = xpW , this shows that
|(µj ∗ ν)(gjxW )− (µj ∗ ν)(gjW )| < ε for all j ≥ j0. This proves the theorem.



476 S.G. DANI AND RIDDHI SHAH

5. Proofs of Theorem 1.1 and the Corollaries

In this section we complete the proof of Theorems 1.1, and the Corollaries
stated in the Introduction. In the case of measures µ whose support contains
the identity element Theorem 1.1 follows easily from Theorem 4.1 (see the first
part of the proof of the theorem below). For the general case we need the
following proposition; though one may expect that it should be possible to give an
elementary proof of the statement, and this is indeed possible under an additional
condition (see Remark 5.2 below), at this time we are able to uphold the general
assertion only using a version of the Szemeredi theorem!

Proposition 5.1. Let V be a finite-dimensional real vector space and T : V →
V be a linear transformation. Then for every δ > 0 there exists k ∈ IN such
that the following holds: if W is a proper subspace of V and there exists a proper
subspace W ′ of V such that

|{1 ≤ j ≤ k | T jW ⊂W ′}| > δk,

(where | · | denotes the cardinality of the set), then there exists m ∈ IN such that
W is contained in a proper Tm-invariant subspace of V .

Proof: Let d be the dimension of V . By the Szemeredi theorem (cf. [4],
Theorem 1.2), for every δ > 0 there exists a k ∈ IN such that every sub-
set of {1, 2, . . . , k} of cardinality exceeding δk contains an arithmetic progres-
sion of length 2d. For this k the condition in the hypothesis implies that
the set {1 ≤ j ≤ k | T jW ⊂ W ′} contains an arithmetic progression of
length 2d, say {a, a + m, . . . , a + (2d − 1)m}, where m ∈ IN . Then the sub-
space spanned by {W, TmW, . . . , Tm(2d−1)W} is contained in T−aW ′, which is
a proper subspace. Since d is the dimension of V , the subspace spanned by
{W, TmW, . . . , Tm(2d−1)W} is Tm-invariant. (The last assertion may be seen as
follows: Let W1 and W2 be the subspaces spanned by {W, TmW, . . . , Tm(2d−1)W}
and ∪j∈Z TmjW respectively. Let r be the dimension of W , which may be as-
sumed to be positive, and consider the r-th exterior power ∧r V of V and the
exterior linear transformation ∧rT : ∧r V → ∧r V corresponding to T . Let θ
be a nonzero element of the one-dimensional subspace ∧r W . Then ∧r W1 and
∧r W2 are spanned, as subspaces of ∧r V by {θ,∧rTm(θ), . . . ,∧rTm(2d−1)(θ)}
and {∧rTmj(θ) | j ∈ Z} respectively. Since the dimension of ∧r V is less than 2d,
{θ,∧rTm(θ), . . . ,∧rTm(2d−1)(θ)} spans a ∧rTm-invariant subspace, and hence
coincides with the latter, namely ∧rW2. Therefore ∧rW1 = ∧rW2 and hence
W1 = W2, which shows that W1 is Tm-invariant.). This proves the proposition.

Remark 5.2. In the case when all eigenvalues of T are real, it is possible to give
a proof of Proposition 5.1 using only standard techniques. In fact in this case
one can show that there exists p ∈ IN , depending only on V and T , such that
for any two proper subspaces W and W ′ the set {j ∈ Z | T jW ⊂ W ′} contains
at most p elements, unless it contains an infinite arithmetic progression. The
essential point involved is that, for each choice for the dimension of W , the points
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in the set are zeros of a function of the form Σr
i=1 eλitPi(t), on IR, where λi are

eigenvalues of T and Pi are certain polynomials whose degrees (though not the
coefficients) are independent of W and W ′.

Before going over to the proof of the theorem we note also the following.

Remark 5.3. Let {µi} be a sequence in M1(GL(V )) and ν ∈ M(V ) be such
that {µi ∗ ν} does not converge to 0 in M(V ). Then there exists a subspace
V ′ of V such that ν(V ′) > 0, ν(U) = 0 for all subspaces properly contained
in V ′, and if ν′ is the restriction of ν to V ′ (namely the measure defined by
ν′(E) = ν(E∩V ′) for all Borel subsets E of V ), then {µi ∗ν′} does not converge
to 0 in M(V ). To see this, consider first the decomposition of ν as Σ νr into pure
components (see § 2). Since {µi ∗ν} does not converge to 0 in M(V ) there exists
r such that νr is a positive measure, and {µi ∗ νr} does not converge to 0 in
M(V ). Now if {Vj} is the sequence consisting of all r-dimensional subspaces of
positive νr-measure, then it can be seen that there exists j such that the desired
condition holds for V ′ = Vj .

Proof of Theorem 1.1 Suppose that {µi ∗ ν} does not converge to the zero
measure in M(V ). Then by passing to a subsequence we may assume that
{µi ∗ ν} converges to a λ ∈ M(V ), with λ(V ) > 0. Then for all j ∈ IN we have
µi ∗ (µj ∗ ν) = µj ∗ (µi ∗ ν) → µj ∗ λ, as i → ∞. Therefore by Proposition 2.3,
it follows that for every j there exists a proper subspace Wj of V such that
(µj ∗ ν)(Wj) ≥ λ(V ). Hence the hypothesis of Theorem 4.1 is satisfied, for any
δ < λ(V ). Let W be a subspace of V such that the assertions (i) and (ii) as
in the theorem hold. If the support of µ contains the identity element then
G(µ) = N(µ) and therefore assertion (i) shows that the theorem holds in this
case.

We now continue with the proof in the general case. For this we draw upon
assertion (ii) in Theorem 4.1. In view of Remark 5.3, replacing ν by its restriction
to a subspace, we may assume that there exists a subspace V ′ of V such that ν
is supported on V ′ and ν(U) = 0 for every subspace properly contained in V ′;
then a subspace of V has positive measure if and only if it contains V ′. Now, as
above, passing to a subsequence we may further assume that {µi ∗ ν} converges
to a λ ∈M(V ), with λ(V ) > 0.

Let N be the subgroup of N(µ) consisting of all elements leaving W in-
variant. Let q be the index of N in N(µ) and x1, . . . , xq ∈ N(µ) be such
that x1N, . . . , xqN are the distinct cosets of N in N(µ). Let A = N(µ)W =
∪q

p=1 xpW . Since ν(W ) > 0, W contains V ′, and therefore, in particular supp ν

is contained in A. Since A is N(µ)-invariant, it follows that, for all j, µj∗ν is sup-
ported on gjA, for any element g ∈ suppµ; we shall consider a fixed g ∈ suppµ.
(If g can be chosen to have only real eigenvalues, the proof can be completed
using only the special case of Proposition 5.1 as in Remark 5.2.)

Let ε = λ(V )/2q > 0. Then by assertion (ii) there exists j0 ∈ IN such that
(µj ∗ ν)(U) < ε for all j ≥ j0, and all subspaces U of dimension less than that
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of W . Now let k ∈ IN be such that the conclusion of Proposition 5.1 holds for
W as above, with δ = λ(V )/2qν(V ).

Since {µi∗ν} converges to λ ∈M(V ) and µ∗µi = µi∗µ for all i, it follows that
the sequence{µi∗( 1

kΣk
j=1 µj0+j∗ν)} converges to themeasureλk = 1

kΣk
j=1 µj0+j∗λ

in M(V ). Therefore, by Proposition 2.3, there exists a proper subspace W ′ of
V such that 1

kΣk
j=1 (µj0+j ∗ ν)(W ′) ≥ λk(V ) = λ(V ).

Since µj ∗ ν is supported on gjA, for all j, we have

(µj ∗ ν)(W ′) = (µj ∗ ν)(W ′ ∩ gjA) ≤ Σq
p=1 (µj ∗ ν)(gjxpW ∩W ′).

Let Ek be the subset of {1, . . . , k} consisting of j such that gj0+jxpW ⊂W ′ for
some p. For j ∈ {1, . . . , k}−Ek, each gj0+jxpW ∩W ′ is a subspace of dimension
less than r, and hence

(µj0+j ∗ ν)(W ′) ≤ Σq
p=1 (µj0+j ∗ ν)(gj0+jxpW ∩W ′) < qε < λ(V )/2.

Since Σk
j=1 (µj0+j ∗ ν)(W ′) ≥ kλ(V ), it follows that Σj∈Ek

(µj0+j ∗ ν)(W ′) ≥
kλ(V )/2. In particular, it follows that |Ek| ≥ kλ(V )/2ν(V ). Therefore there
exists p, 1 ≤ p ≤ q, such that

|{1 ≤ j ≤ k | gj0+jxpW ⊂W ′}| ≥ kλ(V )/2qν(V ) = kδ.

Therefore, by Proposition 5.1, there exists m ∈ IN such that the subspace
spanned by {gmjxpW | j ∈ Z} is a proper subspace of V . Hence the sub-
space spanned by {(x−1

p gmjxp)W | j ∈ Z} is also proper subspace of V . The
latter contains W and hence its ν-measure is positive. Also, it is invariant un-
der the subgroup generated by N and x−1

p gmxp, which is easily seen to be a
subgroup of finite index in G(µ). This completes the proof of the theorem.

For the proof of Corollary 1.2 we need the following proposition, deduced
from the work on concentration functions of measures; the reader is referred to
[7] for general results on this topic, and to [2] and [1] for another approach that
seems more convenient for matrix groups.

Proposition 5.4. Let µ ∈ M1(SL(V )) ⊂ M1(End(V )). Suppose that G(µ) is
noncompact. Then µi → 0 in M1(End(V )).

Proof: Since SL(V ) is a closed subset of End(V ), one only needs to know that
µi(K) → 0 for all compact subsets of SL(V ). This is true by Corollary 3.6 of
[1]; the desired statement can also be deduced from Corollary 2 in [2].

Proof of Corollary 1.2 The first statement in the corollary follows immediately
from Theorem 1.1 and Proposition 5.4. We recall that an action of a subgroup
H of GL(V ) on V is said to be strongly irreducible if there is no proper nonzero
subspace which is invariant under a subgroup of finite index in H. Therefore
the first statement implies the second. This proves the corollary.

Proof of Corollary 1.4 Clearly we need to prove only the ‘if’ part, which
we carry out by induction on the dimension of V . The statement is clear for
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dimension 1. We now proceed assuming (as we may) that it holds in lower-
dimensional cases than the one under consideration. Suppose that {µi ∗ ν} does
not converge to 0 in M(V ). In view of Remark 5.3 we may assume that there
exists a subspace V ′ of V such that a subspace has positive ν-measure if and only
if it contains V ′. By Corollary 1.2 there exists a proper subspace W such that
ν(W ) > 0 and W is invariant under a subgroup of finite index in G(µ). As G(µ)
is of type S there exists a subgroup H̃ of GL(V ) such that W is invariant under
a subgroup of finite index in H̃, and the subset S of H̃ consisting of all elements
which are either unipotent or contained in compact connected subgroups of H̃,
generates a dense subgroup of H̃. From the first part it follows that there exists
a n ∈ IN such that for any g ∈ G̃(µ), W is gn-invariant. For a unipotent
element g, a subspace invariant under gn is also g-invariant. Also the elements
of H̃ contained in compact connected subgroups leave W invariant. Thus W
is invariant under all elements of S and hence under H̃. Let η : H̃ → GL(W )
be the homomorphism given by restriction, and let µ = η(µ). Since G(µ) is of
type S (in GL(V )) it follows G(µ) is of type S (in GL(W )). Since ν(W ) > 0,
W contains V ′, and hence ν is supported on W . Thus ν may be viewed as a
measure on W . Clearly µni ∗ ν = µni ∗ ν for all i, and hence {µni ∗ ν} does not
converge to 0 in M(W ). Since the dimension of W is less than that of V , by the
induction hypothesis it follows that ν(B ∩W ) > 0, and hence ν(B) > 0. This
proves the corollary.

Remark 5.5. Statement (ii) as in the conclusion of Theorem 1.1 can not be
strengthened to requiring that the subspace W be invariant under (the whole of)
G(µ), and similarly in Corollary 1.2 it does not suffice to assume that ν(W ) = 0
for all G(µ)-invariant proper subspaces. This can be seen from the following
example. Let V = IR2 and {e1, e2} be the standard basis of V . Let λ > 1
be fixed. Let g1, g2 ∈ GL(V ) be the elements defined by g1(x1e1 + x2e2) =
λx1e1 + λ−1x2e2, and g2(x1e1 + x2e2) = λx2e1 + λ−1x1e2, for all x1, x2 ∈ IR.
Let µ be the probability measure on GL(V ) defined by µ({g1}) = µ({g2}) = 1

2 .
Since |det(g1)| = |det(g2)| = 1, by Proposition 5.4 µi → 0 in M(End(V )).
On the other hand for ν = δe1 it can be seen that {µi ∗ ν} converges to a
measure λ with λ(V ) = 1

2 . It can be seen that N(µ) = G(µ) and that it acts
irreducibly (though not strongly irreducibly). Since e1 is not contained in any
G(µ)-invariant subspace this proves the claim as above.

We conclude with the following comment. It seems to us that in Theorem 1.1
if (i) does not hold, and µi ∗ ν → λ in M(V ) with λ(V ) > 0, then the subspace
W as in (ii) can be chosen satisfying the stronger condition that ν(W ) ≥ λ(V ).
This indeed holds for the example in Remark 5.5 and also in other examples
that we considered. We have however not been able to ascertain it in general.
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