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Two elementary proofs of the Wigner theorem on symmetry in quantum mechanics
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In quantum theory, symmetry has to be defined necessarily in terms of the family of unit rays,
the state space. The theorem of Wigner asserts that a symmetry so defined at the level of rays can
always be lifted into a linear unitary or an antilinear antiunitary operator acting on the underlying
Hilbert space. We present two proofs of this theorem which are both elementary and economical.
Central to our proofs is the recognition that a given Wigner symmetry can, by post-multiplication by
a unitary symmetry, be taken into either the identity or complex conjugation. Our analysis involves
a judicious interplay between the effect a given Wigner symmetry has on certain two-dimensional
subspaces and the effect it has on the entire Hilbert space.

PACS numbers: 11.30.-j; 03.56.Ta; 03.65.Fd

I. INTRODUCTION

The Wigner unitary-antiunitary theorem on the rep-
resentation of symmetry operations in quantum mechan-
ics is an important result belonging to the mathematical
foundations of the subject. The dominant role of unitary
group representations in quantum physics can be traced
to this theorem which states that any (invertible) map of
the space of pure states (unit rays) of a quantum system
onto itself preserving transition probabilities is induced
by either a linear unitary transformation or an antilinear
antiunitary transformation at the level of vectors in the
complex Hilbert space pertaining to the system. That
is, invariance of all transition probabilities demands that
all probability amplitudes be either preserved or complex
conjugated uniformly.

While the theorem was originally proved by Wigner in
1931 [1], over the decades many authors have presented
new proofs, extensions, etc.[2]-[28]. Prominent among
these is a proof by Bargmann in 1964 [6] which is ex-
tremely elegant and, in a sense, elementary. We also
mention some insightful remarks on this subject by Wick
in 1966 [7]. Some of these authors cited above view this
theorem as a consequence of the fundamental theorem of
projective geometry.

The purpose of this paper is to present two elementary
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proofs of the Wigner theorem which we believe have some
attractive features. We already know that composition
of symmetries in the Wigner sense results in new symme-
tries; and that unitary transformations on Hilbert space
do induce Wigner symmetries on the ray space. It is also
clear that complex conjugation (in any chosen orthonor-
mal basis) at the Hilbert space level induces a Wigner
symmetry on the ray space. Our strategy, which is largely
conditioned by our experience in classical wave optics,
then in analysing a given Wigner symmetry is to take it
to a canonical form by composition with a unitary sym-
metry naturally suggested by the given Wigner symme-
try, and then to examine the resulting (simpler) Wigner
symmetry step by step until it becomes completely trans-
parent that the Wigner symmetry in its canonical form
is either the identity map or complex conjugation.

In this process of demonstrating that the group of all
Wigner symmetries is the union of just two cosets with
respect to the unitary group, as we shall see, there is a
judicious interplay of ‘local’ and ‘global’ aspects, the for-
mer involving two-dimensional subspaces of Hilbert space
and the latter involving general vectors not restricted to
any subspace.

The material of this paper is organised as follows. Sec-
tion II serves the dual purpose of introducing our no-
tation and making a precise statement of the problem.
Certain two-dimensional subspaces of the Hilbert space
and their associated Poincaré spheres are defined. Our
first proof of the Wigner theorem is presented in Section
III in a sequence of six elementary steps. Some comments
on the proof are presented in Section IV. A second proof,
based on induction in the dimension N of the Hilbert

http://arXiv.org/abs/0808.0779v2
mailto:simon@imsc.res.in
mailto:nmukunda@cts.iisc.ernet.in
mailto:scsp@uohyd.ernet.in
mailto:vsspster@gmail.com


2

space under consideration, is given in Section V, and we
conclude in Section VI with further remarks.

II. NOTATIONAL PRELIMINARIES,

STATEMENT OF THE PROBLEM

Let H be the N -dimensional Hilbert space pertain-
ing to some quantum system, with N finite or infinite.
Vectors and the inner product are denoted as usual by
|ψ〉, |φ〉, · · · , 〈φ|ψ〉. The unit sphere B consists of all
vectors of unit length,

B = { |ψ〉 ∈ H | 〈ψ|ψ〉 = 1 } ⊂ H. (2.1)

For finite N , B is a manifold of real odd dimension (2N−
1). Rays are (equivalence) classes of vectors differing by
phases, of the form {eiα |ψ〉, 0 ≤ α < 2π}. Physical pure
states correspond one–to–one to normalised or unit rays
(i.e., to one-dimensional projections or density matrices).
So we define

R = { ρ(|ψ〉) = |ψ〉〈ψ| | |ψ〉 ∈ B }, (2.2)

and call it the ray space. For finite N , R has real even
dimension 2(N − 1). Neither B nor R is a vector space.
There is a natural projection π : B → R given by

π : |ψ〉 ∈ B → π(|ψ〉) = ρ(|ψ〉) ∈ R. (2.3)

Given two rays, we have a ‘scalar product’

Tr( ρ(|ψ1〉)ρ(|ψ2〉) ) = |〈ψ1|ψ2〉|
2 ≥ 0, (2.4)

which has the standard quantum mechanical interpreta-
tion as transition probability.

In our first proof of Wigner’s theorem, a family of two–
dimensional subspaces of H plays an important role, so
we define it now. Let {|n〉}, n = 1, 2, · · · , N , be an or-
thonormal basis (ONB) for H. With respect to this basis,
for each pair (j, k) with j < k we define a two-dimensional
linear subspace Hjk ⊂ H :

Hjk = { α |j〉 + β |k〉 | α, β ∈ C } ⊂ H,

j, k = 1, 2, · · · , N, j < k. (2.5)

The intersection of B and Hjk is the set of unit vectors
in Hjk:

Bjk = B ∩Hjk

= {α |j〉 + β |k〉 | |α|2 + |β|2 = 1 } ⊂ B. (2.6)

Upon projection this maps onto a subset Rjk ⊂ R which
can conveniently be parametrised using spherical polar
angles on S2:

Rjk = π(Bjk) = { ρ(|θ;φ〉jk) } ⊂ R,

|θ;φ〉jk = cos
θ

2
|j〉 + sin

θ

2
eiφ |k〉 ∈ Bjk,

0 ≤ θ ≤ π, 0 ≤ φ < 2π. (2.7)

Thus each Rjk, j < k, has the form of a Poincaré sphere.
A Wigner symmetry (hereafter WS) is a one–to–one,

onto (hence invertible) map Ω : R → R which preserves
the ‘inner product’ (2.4):

Ω : ρ(|ψ〉) ∈ R → Ω( ρ(|ψ〉) ) ∈ R,

Tr(Ω( ρ(|ψ1〉) )Ω( ρ(|ψ2〉) ) ) = |〈ψ1|ψ2〉|
2. (2.8)

With any such WS it is convenient to associate a map
Ω̃ : B → R by composing Ω and π using (2.3):

Ω̃ = Ω ◦ π : B → R : Ω̃(|ψ〉) = Ω( ρ(|ψ〉) ), |ψ〉 ∈ B.
(2.9)

Then the condition (2.8) on Ω appears slightly simpler:

Tr( Ω̃(|ψ1〉)Ω̃(|ψ2〉) ) = |〈ψ1|ψ2〉|
2. (2.10)

We hereafter refer to this ( or equivalently (2.8) ) as the
symmetry condition or SC. Clearly the composition Ω1 ◦
Ω2 of two WS’s is another WS.

Every unitary transformation U on H leads to an as-
sociated WS U by conjugation of density matrices:

U : H → H : ‖ U |ψ〉 ‖ = ‖ |ψ〉 ‖ ⇒

U : R → R : U(ρ(|ψ〉)) = ρ(U |ψ〉)

= Uρ(|ψ〉)U−1. (2.11)

Therefore given a WS Ω and a unitary operator U on H,
by composition in either order we get new WS’s:

Ω′ = U ◦ Ω, Ω̃′ = U ◦ Ω̃;

Ω′′ = Ω ◦ U , Ω̃′′ = Ω ◦ Ũ . (2.12)

We will use only the former in our considerations.
We can now state the problem: Given a WS Ω : R →

R, can we find or construct a one-to-one onto map ω :
B → B such that

Ω̃ = Ω ◦ π = π ◦ ω (2.13)

corresponding to the diagram

ω?
B −→ B

π ↓ ↓ π
R −→ R

Ω

? (2.14)

If such ω exists, we ask if it can be extended in a natural
way from B to H, and in that case how it acts on a general
vector |ψ〉 ∈ H.

Wigner’s Theorem states that this is always possible,
and that ω extended to H is either a linear unitary op-
erator U , so Ω = U ; or an antilinear antiunitary oper-
ator, namely ω = KU where K is complex conjugation
in some orthonormal basis { |n〉 } and U is unitary. In
the latter case we can also express ω as the product U ′K
with U ′ = KUK also linear unitary.
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It is useful to make two remarks before we present our
proofs of Wigner’s theorem:

Let us denote by { U } the set of symmetries induced
by unitary transformations U on the Hilbert space, and
by { UK } the set of symmetries induced by antilinear
antiunitary transformations UK on the Hilbert space.
The union { U }∪{UK } thus constitutes a set of obvious
symmetries in the sense of Wigner. Wigner’s theorem is
the assertion that there are no more symmetries beyond

these obvious ones.
Maps which are positive but not completely positive

are fundamental to quantum information theory. Our
second remark is concerning the implication of Wigner’s
theorem in this context: { U } is the set of all completely
positive maps which map the family of pure states onto
itself. Since complex conjugation {K } and matrix trans-
position { T } are equivalent maps at the level of density
operators we have: { UT } is the set of all positive but
not completely positive maps which map the family of
pure states onto itself. That is, any other positive but

not completely positive map will take some pure states

into mixed states.

III. FIRST PROOF OF WIGNER’S THEOREM

Let a WS Ω with its associated map Ω̃ : B → R be
given. It is clear from eqs. (2.8), (2.9) that for any
|ψ〉 ∈ B we have

Ω̃(|ψ〉) ≡ Ω(π(|ψ〉)) = π(|ψ′〉), (3.1)

where |ψ′〉 ∈ B is determined upto a phase. We use this
fact repeatedly in the following. The proof is made up of
six steps, each quite elementary. We now present them
in sequence.

Step 1 : Choose some (any) ONB {|n〉} for H. From
the SC (2.10) for pairs of basis vectors and eq. (3.1) it
follows that

Ω̃(|n〉) = π(|n; Ω〉), n = 1, 2, · · · , N, (3.2)

where each |n; Ω〉 is determined upto a phase and the
collection {|n; Ω〉} also is an ONB for H. Make some
(any) choices for the vectors |n; Ω〉 and define a unitary
transformation U on H by

U |n; Ω〉 = |n〉, n = 1, 2, · · · , N. (3.3)

We now define a WS Ω′ by

Ω′ = U ◦ Ω, Ω̃′ = U ◦ Ω̃, (3.4)

and reduce the analysis of Ω to that of Ω′. This WS has
a simple action on the vectors { |n〉 }, namely,

Ω̃′(|n〉) = π(|n〉), n = 1, 2, · · · , N, (3.5)

and by the SC (2.10) for |n〉 and general |ψ〉 ∈ B we have

Ω̃′(

N∑

n=1

cn |n〉) = π(

N∑

n=1

c′n |n〉), |c′n| = |cn|. (3.6)

To repeat, the symmetry Ω̃′ leaves invariant the stan-

dard set of orthonormal rays { π(|n〉) }, and this can be

arranged for any Wigner symmetry Ω.
We hasten to add that Ω′ = U ◦ Ω is not yet the in-

tended canonical form for Ω. The reason for this is the
fact that the unitary operator U could have been post-
multiplied by any diagonal unitary operator, still leav-
ing invariant the standard set of orthonormal rays. The
canonical form for Ω will indeed get fixed once we exercise
(and exhaust) this freedom in Step 3.

Step 2 : Next we limit ourselves to vectors in Bjk for a

chosen j < k, and study the action of Ω̃′ on such vectors.
It is in fact adequate to look at the action on a (latitude)
circle of vectors |θ0;φ〉jk, eq. (2.7), for fixed θ0 ∈ (0, π)
and varying φ ∈ [0, 2π). From eq. (3.6) we see that

Ω̃′(|θ0;φ〉jk) = π(|θ0;φ
′〉jk), (3.7)

with θ0, j, k unchanged and φ′ dependent on φ ( and pos-
sibly also on θ0, j, k) in an invertible manner. Since

|jk〈θ0;φ1|θ0;φ2〉jk|
2 = 2 cos2

θ0
2

sin2 θ0
2

cos(φ1 − φ2)

+ cos4
θ0
2

+ sin4 θ0
2
, (3.8)

use of the SC (2.10) for this pair of vectors on the latitude
circle θ0 shows that φ1, φ2 are carried by (3.7) into φ′1, φ

′
2

such that

cos(φ′1 − φ′2) = cos(φ1 − φ2). (3.9)

It follows that the change φ→ φ′ in eq. (3.7) caused by
Ω̃′ action is of the form

φ′ = φjk + ǫjkφ, φjk ∈ [0, 2π), ǫ = ±1. (3.10)

(This and similar later equations are understood to be
valid mod 2π.) Thus the action (3.7) reads

Ω̃′(|θ0;φ〉jk) = π(|θ0;φjk + ǫjkφ〉jk). (3.11)

For fixed θ0, j, k this means that Ω̃′ acts on φ via some
element of the group O(2) : φjk denotes an SO(2) ele-
ment, while ǫjk determines whether we have a proper or
improper rotation.

Step 3 : We now use the freedom, noted at the end of
Step 1, to multiply each vector |n〉 in the ONB {|n〉} by
an independent phase factor, preserving the structure of
the results obtained upto this point. Thus we define a
(diagonal) unitary transformation U ′ on H by

U ′ |n〉 = e−iφn |n〉, n = 1, 2, · · · , N, (3.12)
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and pass from the WS Ω′ to the (final) WS Ω′′ by

Ω′′ = U ′ ◦ Ω′, Ω̃′′ = U ′ ◦ Ω̃′. (3.13)

This helps us simplify the phases or SO(2) angles φjk in
eq. (3.11) to some extent by suitable choices of the φn.
We have :

Ω̃′′(|θ0;φ〉jk) = Ũ ′(|θ0;φjk + ǫjkφ〉jk)

= π(|θ0;φjk + φj − φk + ǫjkφ〉jk).

(3.14)

Remembering that k ≥ 2, we choose

φ1 = 0, φn = φ1n for n ≥ 2. (3.15)

Then we have

Ω̃′′(|θ0;φ〉jk) = π(|θ0;φ
′
jk + ǫjkφ〉jk),

φ′jk = φjk + φj − φk,

φ′1k = 0, k ≥ 2. (3.16)

Compared to eq. (3.11), the sign factors ǫjk are un-
changed, while the SO(2) angles φjk have been simplified
to φ′jk with φ′1k = 0.

Step 4 : Since Ω′′ is related to Ω′ by the diagonal uni-
tary transformation U ′, eq. (3.11), it is clear that the
structure of eq. (3.6) is retained for Ω̃′′:

Ω̃′′(

N∑

n=1

cn |n〉 ) = π(

N∑

n=1

c′′n |n〉 ), |c′′n| = |cn|. (3.17)

Now we show that in the action (3.16) by Ω̃′′, not only
is φ′1k = 0 but in fact φ′jk = 0 for all j < k. This
is a very important consequence of the SC (2.10). We
choose a single special ‘real’ (normalized) vector r(0) =

( r
(0)
1 , r

(0)
2 , r

((0)
3 , · · · )T , and define |r(0)〉 ∈ B with the

following form:

|r(0)〉 =

N∑

n=1

r(0)n |n〉, r(0)n real and 6= 0. (3.18)

Under Ω̃′′ action we have, from eq. (3.17),

Ω̃′′( |r(0)〉 ) = π(

N∑

n=1

r(0)n eiηn |n〉 ), (3.19)

for some phases ηn. We now invoke the SC (2.10) for
the pair of vectors |θ0;φ〉jk, |r

(0)〉, any j < k, under Ω̃′′

action to get :

|r
(0
j e

iηj cos
θ0
2

+ rke
iηk sin

θ0
2
e−i(φ′

jk+ǫjkφ)|2

= |r
(0)
j cos

θ0
2

+ r
(0)
k sin

θ0
2
e−iφ|2 .

That is,

cos(ǫjkφ+ φ′jk + ηj − ηk) = cosφ, 0 ≤ φ < 2π. (3.20)

This implies

φ′jk = ηk − ηj , j < k. (3.21)

For j = 1, from eq.(3.16) we have ηk = η1 independent
of k. Putting this back into eq. (3.21) gives φ′jk = 0 for
all j < k. Thus the actions (3.16), (3.20) simplify to

Ω̃′′( |θ0;φ〉jk ) = π( |θ0; ǫjkφ〉jk ),

Ω̃′′( |r(0)〉 ) = π( |r(0)〉 ). (3.22)

For each pair j < k, only a sign factor ǫjk remains. We
will soon prove that this factor cannot depend on j, k.

Step 5 : Let us next invoke the SC (2.10) under Ω′′ for
the pair of vectors |c〉, |θ0;φ〉jk where |c〉 is the general
normalised linear combination occurring on the left hand
sides of eqs. (3.6), (3.17). On the basis of the results
(3.17), (3.22) we have:

|c′′j cos
θ0
2

+ c′′k sin
θ0
2
e−iǫjkφ|2

= |cj cos
θ0
2

+ ck sin
θ0
2
e−iφ|2,

i.e., c′′j c
′′∗
k eiǫjkφ + c′′∗j c′′ke

−iǫjkφ

= cjc
∗
ke

iφ + c∗jcke
−iφ, φ ∈ [0, 2π). (3.23)

Therefore the transition {cn} → {c′′n} must follow

c′′j c
′′∗
k = cjc

∗
k if ǫjk = +1,

c′′j c
′′∗
k = c∗jck if ǫjk = −1. (3.24)

Step 6 : This is the final step in the proof. We show that
consistency demands that the choice of ǫjk cannot depend
on the pair j, k ; it must be uniformly +1 or uniformly
−1 for all pairs. Choose any j, k, ℓ with j < k < ℓ. For
any vector |c〉 ∈ B, we have the elementary result

cjc
∗
kckc

∗
l (cjc

∗
ℓ )

∗ = |cjckcℓ|
2 = real ≥ 0. (3.25)

Therefore if |c〉 is taken by Ω̃′′ action to |c′′〉 as in eq.
(3.17) we must necessarily have

c′′j c
′′∗
k · c′′kc

′′∗
ℓ · (c′′j c

′′∗
ℓ )∗ = real ≥ 0. (3.26)

Depending on the values of ǫjk, ǫkℓ, ǫjℓ, by eq. (3.24) this
requires that, whatever {cn} may be

(cjc
∗
k or c∗jck) · (ckc

∗
ℓor c∗kcℓ) · (cjc

∗
l or c∗jcℓ)

∗ = real ≥ 0.
(3.27)

In each factor we have the first expression for ǫ = 1, the
second for ǫ = −1. It is now immediate that if ǫjk =
ǫkℓ = ǫjℓ = +1, or if ǫjk = ǫkℓ = ǫjℓ = −1, this condition
is obeyed. But in every other case, the left hand side of
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eq. (3.27) is an expression which is in general complex.
Therefore we have the final result:

Ω̃′′(

N∑

n=1

cn |n〉 ) = π(

N∑

n=1

cn |n〉 ) if all ǫjk = +1,

= π(
N∑

n=1

c∗n |n〉 ) if all ǫjk = −1. (3.28)

These are the only consistent possibilities. For action on
vectors in B, the originally given WS Ω is thus either
the product U−1 ◦ U ′−1 of unitary WS’s or the product
U−1 ◦U ′−1 ◦K, where K is the WS corresponding to com-
plex conjugation in the ONB {|n〉}. These immediately
extend from B to H in the natural ways, thus establishing
Wigner’s Theorem.

IV. EXTENSIONS OF WS ACTIONS ON

SPECIAL VECTORS

In the course of the proof of Wigner’s theorem given
in the preceding Section, important roles were played by
the specially chosen vectors |θ0;φ〉jk ∈ Bjk ⊂ Hjk in each
two-dimensional subspace defined by eqs. (2.5), (2.6);
and the ‘real’ vector |r(0)〉 of eq. (3.18). We emphasize
that only one (latitude) circle of vectors in Bjk, and a
single ‘real’ vector |r(0)〉, were actually used in the proof.
However it is easy to show that, at corresponding steps of
the proof, Steps 2 and 4, we can obtain more information
about the actions of Ω̃′, Ω̃′′ respectively.

Consider two values θ0, θ
′
0 of the polar angle over S2

and let eq. (3.11) in the two cases read

Ω̃′( |θ0;φ〉jk ) = π( |θ0;φjk + ǫjkφ〉jk ),

Ω̃′( |θ′0;φ
′〉jk ) = π( |θ′0;φ

′
jk + ǫ′jkφ

′〉jk ). (4.1)

The SC (2.10) for the two vectors on the left here is :

| cos
θ0
2

cos
θ′0
2

+ sin
θ0
2

sin
θ′0
2
ei(ǫjkφ+φjk−ǫ′jkφ′−φ′

jk)|2

= | cos
θ0
2

cos
θ′0
2

+ sin
θ0
2

sin
θ′0
2
ei(φ−φ′)|2 .

That is,

i.e., cos(φ− φ′) = cos(ǫjkφ− ǫ′jkφ
′ + φjk − φ′jk),

0 ≤ φ, φ′ < 2π. (4.2)

This immediately implies

ǫ′jk = ǫjk, φ
′
jk = φjk, (4.3)

so in fact we have in place of eq. (3.11):

Ω̃′(|θ;φ〉jk) = π(|θ;φjk + ǫjkφ〉jk),

0 ≤ θ ≤ π, 0 ≤ φ < 2π, (4.4)

with φjk, ǫjk constant over S2.
Next, in connection with the result at Step 4, we easily

see that we have the wider result

|r〉 =
N∑

n=1

rn |n〉 ∈ B, rn real, and r1 6= 0

⇒ Ω̃′′(|r〉) = π(|r〉) (4.5)

for all ‘real’ vectors of this form.

V. SECOND PROOF OF WIGNER’S THEOREM

The crucial step in the proof of the Wigner theorem
given in Section III is the first one – the passage from Ω
to Ω′ in eq. (3.4) , resulting in eqs. (3.5), (3.6). That
this is so is clearly brought out by the second proof we
now present, based on induction in the dimension of the
Hilbert space.

For a two-dimensional quantum system, as is so well
known and used earlier, the space R is the Poincaré
sphere S2. As in eq. (2.7), each pure state density matrix
corresponds one–to–one to a point on this sphere, and we
have:

n̂ ∈ S2 → ρ(n̂) =
1

2
(1 + n̂ · σ),

Tr(ρ(n̂1)ρ(n̂2)) =
1

2
(1 + n̂1 · n̂2). (5.1)

(Orthogonal states correspond to antipodal points).
Thus a WS in this case is a one–to–one onto map
Ω : S2 → S2 preserving angles between pairs of points:

Ω(n̂1) · Ω(n̂2) = n̂1 · n̂2. (5.2)

As is very well known, such maps are either proper ro-
tations belonging to SO(3), induced by two dimensional
unitary transformations of U(2) on the underlying two–
dimensional Hilbert space H(2); or they are improper ro-
tations in O(3), involving in addition complex conjuga-
tion on H(2) (mirror reflection on S2). This is Wigner’s
theorem in this case.

For general finite dimension we use induction. We as-
sume the theorem is true in N dimensions, then prove
it for (N + 1) dimensions. Let H(N+1) be an (N + 1)
dimensional Hilbert space, and Ω a WS for the corre-
sponding quantum system. Choose any ONB { |j〉, j =
1, 2, · · · , N + 1 } for H(N+1). As in the initial steps of
Section III, pass from Ω to another WS Ω′ by composi-
tion with a suitable unitary symmetry. Then as in eqs.
(3.5), (3.6) we have:

Ω̃′( |j〉 ) = π( |j〉 ), j = 1, 2, · · · , N + 1 ;

Ω̃′(

N+1∑

j=1

cj |j〉 ) = π(

N+1∑

j=1

c′j |j〉 ), |cj | = |c′j |. (5.3)



6

Let us identify the N -dimensional subspace H(N) ⊂
H(N+1) as the subspace spanned by the first N basis
vectors:

H(N) = Sp{ |j〉, j = 1, 2, · · · , N } ⊂ H(N+1). (5.4)

By eq.(5.3), Ω′ is a WS for H(N). By our assumption,
may be after composition with a diagonal unitary sym-
metry which we suppress for simplicity, we have either

Ω̃′(

N∑

j=1

cj |j〉 ) = π(

N∑

j=1

cj |j〉 ), ∀ c ≡ (c1, · · · , cN )T ,

or

Ω̃′(

N∑

j=1

cj |j〉 ) = π(

N∑

j=1

c∗j |j〉 ), ∀ c . (5.5)

Suppose the first choice holds. To deal with H(N+1),
a general vector here is

|c〉 + cN+1|N + 1〉 ∈ H(N+1),

|c〉 =

N∑

j=1

cj |j〉 ∈ H(N). (5.6)

Let

Ω̃′( |c〉 + cN+1|N + 1〉 ) = π( |c′〉 + c′N+1|N + 1〉 ),

|c′j | = |cj |, j = 1, 2, · · · , N + 1. (5.7)

The SC (2.10) for a general |c(1)〉 ∈ H(N) and the vector
(5.6) in H(N+1) yields

|

N∑

j=1

c
(1)∗
j c′j |

2 = |

N∑

j=1

c
(1)∗
j cj |

2, ∀ c(1)

⇒ c(1)†c′c′†c(1) = c(1)†cc†c(1), ∀ c(1)

⇒ c′ = (phase) c. (5.8)

Then eq. (5.7) simplifies to

Ω̃′(|c〉 + cN+1|N + 1〉) = π(|c〉 + c′′N+1|N + 1〉),

|c′′N+1| = |cN+1|. (5.9)

Next the SC for two vectors in H(N+1) yields:

|c(1)〉 + c
(1)
N+1|N + 1〉, |c(2)〉 + c

(2)
N+1|N + 1〉 ∈ H(N+1),

| c(1)†c(2) + c
(1)′′∗
N+1 c

(2)′′
N+1 |

2 = | c(1)†c(2) + c
(1)∗
N+1c

(2)
N+1 |

2,

∀ c(1), c(2).

That is,

c
(1)′′∗
N+1 c

(2)′′
N+1 = c

(1)∗
N+1c

(2)
N+1. (5.10)

So

c′′N+1 = eiφcN+1,

Ω̃′( |c〉 + cN+1|N + 1〉 ) = π( |c〉 + eiφcN+1|N + 1〉 ),

(5.11)

the phase φ being independent of |c〉. Then by a diag-
onal unitary phase transformation we can pass to a WS
Ω̃′′ which acts trivially on H(N+1). This proves, in this
case, that validity of Wigner’s theorem in N dimensions
implies its validity in (N + 1) dimensions.

For the second option in (5.5), a similar argument
holds. Validity of Winger’s theorem for N = 2 is evi-
dent as noted in the opening paragraphs of this Section.
Hence, by induction, proof of Wigner’ theorem is com-
plete for all N = 2, 3, · · · .

We conclude this Section with some additional re-
marks on the infinite-dimensional case. For a WS Ω
on a Hilbert space H of infinite dimension, choose an
ONB { |n〉, n = 1, 2, · · · }, denote by ψ a column vector
(ψ1, ψ2, ψ3, · · · )T , and pass to Ω′ such that

Ω̃′( |n〉 ) = π( |n〉 ), n = 1, 2, · · · ,

Ω̃′( |ψ〉 =

∞∑

n=1

ψn|n〉 ) = π( |ψ′〉 =

∞∑

n=1

ψ′
n|n〉 );

|ψ′
n| = |ψn|. (5.12)

This ONB gives a sequence of subspaces H(2) ⊂
H(3) · · · ⊂ H(N) ⊂ H(N+1) · · · . So as in the above we
can pass from the WS Ω′ to an Ω′′ whose action on H(N)

is either trivial for all finite N or is complex conjugation
for all finite N . Now the SC for |c〉 ∈ H(N), |ψ〉 ∈ H in
the trivial case is

Ω̃′′( |c〉 or |ψ〉 ) = π( |c〉 or |ψ′〉 ),

|ψ′
n| = |ψn|, ∀n ;

c†ψ′ψ′†c = c†ψψ†c . (5.13)

While ψψ† is in general infinite dimensional, (5.13) holds
for all c for all finite N , hence

ψ′ = (phase)ψ, (5.14)

and the triviality of Ω̃′′ action is established on H. A
similar argument holds when complex conjugation on all
H(N) is needed.

VI. CONCLUDING REMARKS

We hope to have provided new elementary proofs of
Wigner’s unitary-antiunitary theorem on the represen-
tation of symmetry operations in quantum mechanics
which are both elementary and economical on the one
hand, and effectively combine ‘local’ and ‘global’ aspects
on the other. By the latter we mean that while for the
most part we deal with the action of a Wigner Symme-
try on vectors in certain two-dimensional subspaces of
the full Hilbert space H, at all stages there is a clear
and evolving understanding of the action on general vec-
tors in H. This may well be contrasted with the well
known and extremely elegant proof by Bargmann; there,
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at every stage, the arguments work with just two or three
vectors, so to that extent, the global picture seems miss-
ing.

In connection with Steps 3 and 4 of the proof in Section
III, the following comment may be made. At the start
of Step 3, there is a ‘matrix’ of phases φjk still to be
examined; and the diagonal unitary transformation U ′

involves a much smaller number of phases φn. Therefore
it is understandable that by Step 3, which does not use
the SC (2.10), it is only possible to transform the phases
φ1k to zero. Step 4, however, by use of the SC (2.10) is
able to show that after the action of U ′, all the phases
φjk have been transformed to zero. This seems to be a
particular feature of the present first proof, bringing out
the power of the SC (2.10) in a direct fashion.

The second proof of Section V is different in spirit from
the first proof, though both rest on the idea of passing
from Ω to Ω′. This is reminiscent of ‘passing to the rest
frame’ or to a ‘local inertial frame’ in relativistic prob-
lems. After this first step, however, the two proofs are
structured differently, though both are quite elementary.

Finally, it is clear that the set of all Wigner symmetries
of a system of Hilbert space dimension N forms a group.
This group is not twice as large as U(N) or SU(N). The
centre ZN of SU(N) has N elements, all of which are
multiples of identity; and these elements leave every ray
invariant. Thus the relevant group is not SU(N), but the
quotient SU(N)/ZN ; and the adjoint representation of
SU(N) is indeed a faithful representation of this quotient
group. [ It is again in view of this nontrivial centre that
U(N) is not SU(N) × U(1) but the quotient (SU(N) ×
U(1) )/ZN . ] It is well known, and already noted at the
beginning of Section V, that in the case N = 2 the group
of Wigner symmetries is the union of two copies of SO(3).
The point being made is that this feature is true for all
N , with SO(3) = SU(2)/Z2 replaced by SU(N)/ZN .
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