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On Guo and Nixon’s Criterion for Feature Subset
Selection: Assumptions, Implications,
and Alternative Options

Kiran S. Balagani, Member; IEEE,
Vir V. Phoha, Senior Member, IEEE,
S. S. Iyengar, Fellow, IEEE, and N. Balakrishnan

Abstract—Guo and Nixon proposed a feature selection method based on
maximizing I (x;Y"), the multidimensional mutual information between
feature vector x and class variable Y. Because computing I(x; Y") can
be difficult in practice, Guo and Nixon proposed an approximation of
I(x;Y) as the criterion for feature selection. We show that Guo and
Nixon’s criterion originates from approximating the joint probability
distributions in I(x;Y") by second-order product distributions. We re-
mark on the limitations of the approximation and discuss computationally
attractive alternatives to compute I(x;Y").

Index Terms—Entropic spanning graphs, feature selection, mutual in-
formation, Parzen window.

NOTATION AND FORMULAS

Here, we briefly give the notation and formulas used in our paper.
For readers’ convenience, we retain the notation of [1] as much as
possible.

Let x denote a d-dimensional feature vector. Let X; and X; denote
the ¢th and jth features in x, respectively. Let Y denote the class
variable representing classes {y1, . ..,y }. We refer to the probability
distributions having two features as second-order probability distribu-
tions (e.g., P(X;, X,) and P(X;, X;|Y")). We refer to the probability
distributions with more than two features as higher order probability
distributions.

The mutual information [2] between feature X; and class vari-
able Y is

P(z;,y)
I(Xs5Y)= ) Y Plony)log 5 <57 P Ply) (1)

z;,€X; yeY
and the mutual information between features X; and X is

P(z;,x;)

[X“X 33“3,’] logm
J

=2 2

z, €X; T GX_

2
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The conditional mutual information [2] between features X, and
X, given class variable Y, is

2. 2 D Plewm)
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The multidimensional mutual information between feature vector x
and class variable Y is

I(x;Y)=I(X1,...,Xg;Y)

Z ZP(xl,...

T1,...,xq YEY

P(Q)‘h...
1
X OgP(

s Tdy y)
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Ty, ,l‘d)P(y)

I. INTRODUCTION

Guo and Nixon [1] demonstrated the effectiveness of a sequential
feature subset selection method for human gait recognition application.
The feature selection method involves selecting a feature subset that
maximizes I(x;Y"). Using I(x;Y") as the feature selection criterion is
backed by two reasons: 1) Because I(x;Y") is a measure of the reduc-
tion of uncertainty in class Y due to the knowledge of feature vector x,
selecting features that maximize I(x;Y’), from an information-
theoretic perspective, translates into selecting those features that con-
tain the maximum information about class Y, and 2) maximizing
I(x;Y) minimizes a lower bound on the Bayes classification error.
Guo and Nixon proved 2) by expanding class conditional entropy
H(Y|X) in Fano’s inequality (see [1, eq. (14)]).

In practice, finding a feature subset that maximizes /(x; Y") has two
problems: 1) It requires an exhaustive “combinatorial” search over
the feature space, and 2) it requires estimation of higher order joint
probability distributions—the number of joint probability distributions
required to estimate I(x;Y") grows exponentially with the number of
features (see [3] and [4] for discussions on the complexity issues).
Guo and Nixon proposed a second-order approximation to /(x;Y") as
the feature selection criterion. The approximation is given as

I(x;Y) %IA(XQY)
:ZI (X,;Y) _ZZI(X“XJ-)
i >t
+ZZ (X, X;|Y). ®)
i >t

By using /(x;Y") instead of I(x;Y), Guo and Nixon were able
to find a subset of informative features by implementing a greedy
“pick-one-feature-at-a-time” selection procedure. Given n features,
out of which m are to be selected (m < n), Guo and Nixon’s pro-
cedure proceeds in two steps: 1) Select the first feature X/ . that
maximizes I(X’;Y), and 2) select m — 1 subsequent features that
maximize the criterion in (5), i.e., select the second feature X/

that maximizes I(X";Y) — I(X"; X)) + I(X"; X] ..|Y), select

the third feature X/ _that maximizes I(X"";Y) — I[(X""; X!..) —
I(X/// Xrlrllax) + I(X'";anaxw) + [(X’” Xrlr’lax|Y), and so on.

The first step of the procedure computes mutual information n times.
The second step computes mutual information and conditional mu-
tual information 2 Z:l:_ll k(n — k) times, which is on the order of
O(m® +nm? +m). In each step, computing mutual information

1083-4427/$26.00 © 2010 IEEE
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and conditional mutual information requires estimation of 7% and 73
probability distributions, respectively, assuming that the features and
the class variable take on “r” discrete values.

II. PURPOSE AND CONTRIBUTIONS OF OUR PAPER

A. Purpose

The purpose of our paper is to complement [1] by doing the
following: 1) presenting the limitations of Guo and Nixon’s feature
selection criterion; 2) revealing the root cause of the limitations; and
3) pointing to alternatives that mitigate the limitations. Because Guo
and Nixon’s feature selection criterion is equally applicable for many
classification problems beyond gait recognition, we opine that our
remarks, along with the merits demonstrated in [1], will aid interested
practitioners in weighing the pros and cons of using the criterion.

B. Contributions

We present two remarks on [ (x;Y). A brief description of the
remarks follow.

1) Approximating /(x;Y) as I (x;Y) [see (5)] means that joint
probability distributions P(x,Y") and P(x) are approximated as
products of second-order probability distributions. We prove the
exact forms of the second-order product distributions that lead
to approximation I(x;Y'). In the first remark, we discuss two
limitations of using I (x; V) for feature selection.

2) The primary reason for using approximation I (x;Y) for fea-
ture selection instead of directly using multidimensional mutual
information I(x;Y") is that /(x;Y") requires estimation of the
joint probability distribution of features—the number of joint
distributions to be estimated rises exponentially with the number
of features. While this argument is true when a histogram-based
estimate of I(x;Y) is used, there are alternate ways to estimate
I(x;Y") that do not incur the exponential complexity burden.
In the second remark, we briefly discuss two such estimators of
1(x;Y") and point to relevant studies in the literature.

III. PROOF OF HOW I(x;Y) APPROXIMATES
I(x;Y) AND REMARKS

In this section, we present a proposition and two remarks.
Proposition 1 shows how I(x;Y’) approximates I(x;Y’) by using
second-order product approximations of joint probability distributions
P(x,Y) and P(x). Furthermore, Proposition 1 gives the root cause of
the limitations raised in Remark 1.

Proposition 1: Let x = (X1,...,X,,) denote an m-dimensional
feature vector. Let P(x) be the joint probability distribution of x, and
let P(x,Y’) be the joint probability distribution of the features and
the class variable. Let P(x) be a second-order product approximation

of P(x). Let P(x,Y) be a second-order product approximation
of P(x,Y’). Multidimensional mutual information /(x;Y") becomes

1(x;Y) when

P(x) = P(X,) P(X, ;) Pl X2 PG 1K)

P(X3)
P(Xon| X)) P(X|Xz) - P(Xon [ Xim—1)
[P(X,)]" 2

P(x,Y)=P(Y)P(X1]Y)P(X2]X,,Y)
P(X3|X1,Y)P(X5|X5,Y)
8 P(X3]Y)
P(Xm|X1,Y) - P(Xon|Xm—1,Y)
[P(X V)2 .

Proof: By the multiplication rule of probability, we expand
Px,Y)=P(X1,....,Xn,Y)as

PY)P(X1|Y)P(X2|X1,Y)P(X3]| X1, X2,Y)

X P(X4|X1,X27X37Y) "'P(Xm|X17"-7Xm—11Y)' (6)

If we assume that the conditioning variables X; and X, in
P(X3|X,,X2,Y) are independent, we have (7), shown at the
bottom of the page. In a similar fashion, if we assume that
the conditioning variables X;,...,X,,_; are independent, then
P(X|X1,..., X;n_1,Y) becomes (8), shown at the bottom of
the next page. By assuming independence among conditioning
variables, each of the higher order probability terms in (6), i.e.,
P(X3] X, X2,Y) through P(X,,|X1,...,X,,_1,Y), can be re-
duced to products of second-order distributions [as done in (7) and (8)],
so that

Px,Y)~P(x,Y)
:P(Y)P(X1|Y)P(X2|X17Y)
P(X3]X1,Y)P(X5]X,Y)
) P(X]Y)
L PXG|X0, Y)P(Xa| Xa, Y)P(Xa| X5, Y)
[P(Xa]Y)]?
P(Xpn|X1,Y) - P(Xn|Xm—1,Y)
[P(X V)™ 2 '

(C))

Consider joint distribution P(x) = P(X1,...
plication rule

, X,m ). By the multi-

P(Xl,...,X,m) :P(Xl)P(XQ‘Xl)P(XS‘XQ,Xl)

X P(X4| X3, X0, X1) P(Xn| X1, Xoy ..o, Xo1). - (10)

P(X1, X5, X5,Y)

P(X3‘Y)P(X1 ‘X33 Y)P(X2|X37 X17 Y)

P(Xg‘Xl,XQ,Y) = P(Xl X2 Y) =

_ PXG|Y)P(X4 X5, Y)P(X,[X3,Y)

P(X1[Y)P(X2[ X0, Y)
P(X3]Y)P(X1, X3, Y)P(Xs,X3,Y)

P(X4|Y)P(Xa|Y)

- P(XL[Y)P(X:|Y)P(X5,Y)P(X5,Y)

_ P(X3|Y)P(Y)P(X1[Y) P(X3| X1, Y) P(Y) P(X|V) P(X3| X5, )

P(X1|Y)P(Xo|Y)P(Y)P(X3]Y)P(Y)P(X3]Y)

_ P(X3|X1,Y) P(X3|X5,Y)
P(X5]Y)

@)
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Again, by assuming independence among conditioning variables,
the higher order probability terms in (10), i.e., P(X3| X2, X ) through

P(X,,|X1,X5,...,Xm_1), can be reduced to products of second-
order distributions, so that
P(x) ~ P(x)
P(X3]Xo) P(X35]X4)
=P(X1)P(X2]|X1) P(Xs)
P(X4|X3) P(X4| X2) P(X4|X1)
[P(X4)]?
P(Xm|X1)P(Xm|X2)~~~P(Xm\Xm_1). (11
[P(Xm)]m72

Let X; and X; (i # j) be any two features in feature vector x =
(X1,..., X, ). Then, by marginalization

Xi|X;,Y)
ZZPxYlog< (X\X) )
Z ZPXl,...,Xm,Y)

W Xm Y

s <P<X¢Y>P<ij>

P(X;)P(X;)
P(Xi, X5)

PX[Y)
P(X,) )

ZZPX“Y ( ()((|})/)>
P(Xi, X,5|Y)
+X2 2P X V) g(P(XiIY)P(XjIY)>

P(Xi’X]')
_ Z (X, X;)log <P(Xi)P(Xj)>
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By substituting P(x,Y") with P(x,Y) [from (9)] and P(x) with
P(x) [from (11)] and by using the result of (12), we have (13),
shown at the bottom of the page. Thus, we prove Proposition 1 by
showing that I(x;Y") becomes Guo and Nixon’s criterion I(x;Y")
when the joint probability distributions P(x) and P(x,Y) in I(x;Y")
are approximated by P(x) and P(x,Y’), respectively.

Remark 1: There are two limitations of using approximation
I(x,Y) [see (5)] as a feature selection criterion.

The first limitation, attributed to the higher order independence
assumptions made in (11), is that criterion I1(x,Y) does not check
for third and higher order dependencies between the features. With
a hypothetical example, we explain the negative effect of this limi-
tation. Let X7, X9, X3, and X4 be four features, out of which we
wish to select three. We assume a scenario in which X; and X,
are the features already selected by the criterion; X3 and X, have
equal associations with class variable Y, i.e., I[(X3;Y) = I(X4;Y),
I(X1; Xs|Y) = I(X1; Xy|Y), and [(Xo; X5|Y) = I(X2; Xy|Y);
and (X1, Xo; X3) > I(X3; X3) + I(X2; X3), meaning that the de-
pendence that X5 has with (X7, X5) jointly considered is consider-
ably greater than the sum of the dependencies that X5 has individually
with X; and X5. Now, to select the third feature, the criterion chooses
between X3 and X4 by comparing ¢13 = I(X1; X3) + I(X2; X3)
and ¢4 = I(X1; Xy) + I(X2; X4), while completely ignoring the
possibility that I(X;, X5; X3) could be significantly greater than ¢;3
and ¢14, in which case X, may be a better choice.

The second limitation, attributed to the higher order independence
assumption made in (9), is that criterion I (x,Y) does not consider
third and higher order associations between the features and the class.
We explain this limitation with a hypothetical example. Our example is
a 3-D extension of the XOR classification problem [5]. Let X7, X5, and
X3 denote three binary-valued (0/1) features, and let Y = {y1,y2}
denote the class labels associated with the data points in (X1, Xs, X3)
3-D feature space. Fig. 1 shows eight data points lying on the corners
of a cube in (Xi, X5, X3) feature space such that no two data
points of the same class share an edge. From Fig. 1, for all values

of X1, Xo, X3, and Y, we have P(X;)= P(X:) = P(X3) =
= I(XHY) + 1( X3 X5|Y) = 1(X3; X5). (12)  py)=1/2, P(X1,Y) = P(X,,Y) = P(X3,Y) = 1/4,
P(Xy,. X, Y) PXY)P(X0 X, Y) - P(X 1| X1, Xoy oy X2y X, Y)
P Xy X, V) = P(X1,.. ., Xm_1,Y) PX1Y) - P(Xp_1|X1,Xay- ., Xn2,Y)
_ ( M|Y)P(X1|vay) o 'P(mel|Xm7Y)
B PXL|Y) - P(XmalY)
P(Xp|Y)P(Y)P(X1|[Y)P(X | X1,Y) - P(Y)P( X1 |Y)P(Xon | X1, Y)
P(X[Y) + P(Xpoa|Y) [P(Xp, V)™
_ (Xm|X17Y) P(Xm|Xm717Y) (8)
a [P(X]Y)]™
P(x _P(x;Y)
I(x,Y) = ;;P(X,Y)log(xi ~ ZZP x,Y)1 & P
B V1o [ PELY) POGIXLY)  P(X|X0,Y) - P X1, Y) [P(X)]™ 2 13)
- Xx:XY:P( 7Y)1 ¢ <P(X1)P(Y) P(X2|X1) P(Xm|X1)"'P(X7n|mel)[P(XM|Y)}"L72 )



654 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 40, NO. 3, MAY 2010

Class y3

X3

Class ys

|_—

X, 0°0 X,

-O

Fig. 1. Three-dimensional data points lying on the corners of a cube such
that no two points of the same class share an edge. In this arrangement, data
points of classes (“®”) y1 and (“A”) y2 become separable only in the x =
(X1, X2, X3) joint feature space.

P(Xl,XQ):P(Xl,Xg,):P(XQ,Xg):1/4, P(Xl,Xz,Y):
P(X1,X3,Y) =P(X3,X3,Y) = P(X;,Xs,X3)=1/8, and
P(X1,X5,X3,Y)=1/8 or 0. Under this arrangement, Guo
and Nixon’s feature selection criterion does not select any of the
features X;, Xs, and X3 because all second-order terms used
for computing I(x;Y), ie, I(X1;Y), I(Xy;Y), I(XsY),
I(X1; Xo|Y), I(X5; X3|Y), and I(X5; X3|Y), equal zero assuming
base 2 logarithm. In contrast, multidimensional mutual information
I(X1, X5, X3;Y) =1, being considerably greater than the second-
order terms of Guo and Nixon’s criterion, indicates that higher class
separability can be achieved by considering all the three features X,
Xo, and X3 together and therefore favors their selection (a similar
argument motivated Kwak and Choi’s work in [6]).

We opine that pointing out the second limitation is important also
for the following reason. In the literature, mutual-information-based
feature selection methods like the one presented by Guo and Nixon [1]
are generally presented as “filter”” approaches to feature selection, im-
plying that Guo and Nixon’s criterion can comply with any classifier.
Although this is partly true, consider using Guo and Nixon’s criterion
when Bayesian networks [7] are used for subsequent classification.
These networks rely on (and are sensitive to) the dependencies be-
tween the features and the class. However, because Guo and Nixon’s
criterion does not check for higher order dependencies between the
features and the class [see (9)], the criterion risks the elimination of
features that might indeed be useful for classification using a Bayesian
network. In such situations, a practitioner will benefit by knowing the
underlying assumptions of Guo and Nixon’s criterion.

The root cause of the limitations identified in Remark 1 is the
higher order independence assumption made on the joint probability
distribution of features [see (9) and (11)]. By directly estimating
1(x;Y), we can avoid making the assumption and thus circumvent the
limitations. In the next remark, we briefly discuss two computationally
practical ways to compute I(x;Y") for feature selection.

Remark 2: Multidimensional mutual information /(x;Y") can be
estimated using a Parzen-window-based “plug-in” estimate or an
entropic-spanning-graph-based “bypass” estimate. These estimates
circumvent the exponential complexity incurred when I(x;Y") is
estimated using histograms.

Because I(x;Y) = H(Y) — H(Y|x), estimates of entropy [2] can
as well be used to estimate /(x;Y). There are two types of entropy
estimates: 1) “plug-in” estimates [8] and 2) “bypass™ [12] estimates.
An example of a plug-in estimate is the integral estimate [8], which
estimates the joint probability density in H (Y |x) with a kernel density
estimator (note that a histogram-based estimate of I(x;Y") is also a
type of plug-in estimate). Kwak and Choi [6] demonstrated a sequen-
tial forward feature selection procedure based on maximizing I(x;Y),
which is calculated by estimating entropies using Parzen windows. To

select m out of n available features, Kwak and Choi’s procedure pro-
ceeds as follows: Iteratively select m features such that each selected
feature maximizes the multidimensional mutual information between
the features and the class, i.e., the first feature X/ . maximizes
I1(X’;Y), the second feature X/ Y'), the

P " / .
Vo maximizes (X", X/ . ;
third feature X" maximizes I (X", X/ . X! .;Y), and so on. In

max’ <> max’
each iteration, the dimensionality of the Parzen window increases by
one feature. Kwak and Choi’s procedure estimates multidimensional
mutual information (nm — (m?/2) 4+ (m/2)) times. The complexity
of estimating multidimensional mutual information using a Parzen
window is O(N?m), where N is the number of training samples.

In practice, estimating entropies (and mutual information) with
Parzen windows requires careful selection of smoothing parameters
and window functions [9]. Because the underlying class conditional
densities of features are largely unknown in a nonparametric feature
selection setting, enforcing incautious assumptions on the smoothing
parameter or the functional form of the window can lead to severe over-
or underparameterization of the densities. Furthermore, the demand
for the number of training samples increases exponentially with the
dimensionality of the Parzen window [10], which may be unacceptable
for the problem at hand. These reasons motivate the direct estimation
of entropy through a “bypass” estimator.

A bypass entropy estimate is obtained by constructing an entropic
graph [11], which is a minimal graph spanning the training samples.
Examples of entropic graphs include minimal spanning trees, Steiner
trees, and minimal matching graphs (see [12]). An entropic graph,
however, does not directly estimate Shannon’s entropy H(.) but
estimates Renyi’s a-entropy H,(.) [2], of which Shannon’s entropy
is a special case when o = 1. Let I' = {X,..., XN} be a set of
N m-dimensional i.i.d. training samples. The length L(I") of the
entropic graph on the samples in I is given as L(I') = min{} __le|"},
where e denotes an edge in the spanning graph, |.| denotes the
Euclidean distance between pairs of samples, and +y is a power (weight)
term. The a-entropy is estimated as

I:Ia = 71 In L)

= |m=F ~mBm) (14)

where o = (m —v)/m and B(v,m) is equal to (v/2) In(m/2me)
if a minimal spanning tree is used [11], [12]. Note that fIa is an
asymptotically unbiased and almost surely consistent estimator under
certain conditions (see [12]). Bonev ef al. [13] demonstrated the
success of entropic graphs (minimal spanning trees specifically) to
estimate I(x;Y) for feature selection. Like Kwok and Choi [6],
Boneyv et al. use a sequential forward selection procedure to select fea-
tures. To estimate Shannon’s entropy, Bonev ef al. use (14) to estimate
the a-entropy for a values near one and then estimate H(.) at a = 1
by extrapolation. The computational complexity of estimating /(x;Y")
is O(m x nlogn), where nlogn is the complexity of constructing a
minimal spanning tree.

IV. CONCLUSION

We have presented two remarks on Guo and Nixon’s mutual-
information-based criterion for feature subset selection. In the first
remark, we explained the limitations of Guo and Nixon’s criterion
and showed (using Proposition 1) that the limitations arise from
the higher order independence assumption on the joint probability
distribution of features. In the second remark, we discussed two ways
to directly estimate the multidimensional mutual information between
the features and the class variable for feature subset selection. Our
remarks intend to complement the merits of Guo and Nixon’s criterion
discussed in their paper [1].
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