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Hermite Expansions on
R*" for Radial
Functions

S. Thangavelu

1. Introduction

Let &,(x) stand for the normalized Hermite functions on R"” which are eigen
functions of the Hermite operator

H, = <—A ¥ %|x12>-

Let P, f denote the projection of L*(R") onto the space spanned by
{®,:|»] = N}. Then the Riesz means of order 6 > 0 are defined by

6
str=5(1- 25"

In [9] we proved the uniform estimates
(1.1) ISt fl,<clfl,, 1<p<e (1.1)

whenever 6 > (n — 1)/2. For a fixed p one is interested in finding the smallest
value of 6 so that the uniform estimates (1.1) will hold for that fixed p. If we
define the critical index 8(p) by

then 6 > 6(p) is known to be a necessary condition for the validity of (1.1).
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This is the consequence of a transplantation theorem (see [4]). As proved in
[9] for p =1 the condition 6 > &(1) is also sufficient to imply the uniform
estimates. But for other values of p it is not known whether 6 > 8(p) is suffi-
cient or not.

In [1] Chris Sogge studied the Riesz means of eigen function expansions
associated to elliptic differential operators on a compact manifold. Adapting
an argument of Fefferman-Stein [2] he showed that for

11>1
p 2|7 n+1

(1.2) 183/ 1, <Clflp, 8>68(p)

provided that the operator is of order two. The main idea of the proof is that
IP — L? estimates of the projection operators associated with the expansions
are sufficient to prove summability results if used together with the kernel
estimates for large values of 6.

For the Hermite projection operators it is possible to prove the estimates

1

1.3 1Py <CN*?| 71, S

=

1 1
p 2
As it was proved in [9] we also have the pointwise estimate for the kernel
of S%.

1S3 06, 0| S CLL?(A + L2 |x =y~ 1+ L1 + L x + y)~° 1),

So, one is tempted to use the same arguments as in [1] to study the L? mapping
properties of Si . Unfortunately the arguments break down owing to the fact
that the eigenvalues of H,, are not squares of integers.

But things are not so bad, if we consider on R*” only the radial functions
then the above estimates for P, can be improved. Indeed we will show that

1

1>
~ 4n

i, 1
1.4 |Pyflo < CNPP2212 £, l;- 3

Also for radial functions S,‘i fis given by a kernel which satisfies the estimate
1.5) IS8 (e, »)| S CL™(1 + LY?|x — y|) =%~ 1.

By using the same arguments as in [1] we will prove that the estimates (1.4)
and (1.5) imply the following result.

Theorem. Let fe LP(R*™) be radial, 1 < p < 4n/(2n + 1) and let 6 > &(p).
Then there is a C independent of L such that |S: f| < C| f|, holds.
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Corollary. For f radial and 6 > 0 we have

4n 4n

15271, <l 515 <P<mm-1-2

In the next section we obtain L — L? bounds for the projection operators
and in the third section an estimate of the kernel is proved. Theorem and its
corollary will be proved in the final section. The author wishes to thank Chris
Sogge for clarifying certain points in the proof of the above theorem.

2. Bounds for the Projection Operators

Recall that the n-dimensional Hermite functions &,(x) are defined by

,(x) = @"vIN2r )2 2 II he (x,/V2)
j=1 7

where

dk
he() = (- l)ke d_k_( _x)

Then {®,(x)} form an orthonormal basis for L*(R"). On L*(R*") we have
another orthonormal basis given by the special Hermite functions &,,. These
functions are defined by

- =2 i)/ 2, _r
®,2)=" Lne <I’,,<u ﬁ)‘b <u + \/—>du,

where z = x + iye C”. If L is the operator L = H,, — iN where

V=5 (v, )

then it is not difficult to check that <I>,“ (z) are eigen functions of L:
.1 L®,,(2) = 2|r| + n)?,,(2).

For these facts about the special Hermite functions we refer to the paper of
Strichartz [7]. For the operator H,, the eigen functions are ®,(z) = ®,(x,»)
and one has

2.2 Hy,2,(2) = (|7| + m)2,(2).

Let Q,, and P,, stand for the projections of L*(R*") onto the space spanned
by (®,,:|r] =N} and {®,:|r| = N}. We claim the following is true.
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Lemma 2.1. If fis a radial function on R*" then one has P, f= Qxfand
P, . ,f=0 for all N.

Proor. For radial functions f it is easily seen that Nf=0 and hence
Lf = H,,f. Since H,, fis again radial we have L*f = H% fforallk =1,2,...
Therefore, for ¢ > 0, e~ "2f = e~ H2nf which translates into

-] o

Z wZNQNf= Z wNPNf

N=0 N=0
which is true even if w is complex and |w| < 1. The last equality immediately
implies that P,, f= Q,fand P, ,f=0.

The result of this Lemma is the key one to get improved estimates for the
projection operators. Before proceeding further we need to recall several facts
about the Weyl transform W. (A good reference for these is the paper of
Mauceri [6].)

The Weyl transform W takes functions on C” into bounded operators on
L*(R"). It is defined by the equation

W) = [ SQOW) dzdz
where W(z) is the operator valued function

W(@)e(§) = e Dp(g + y)

where z = x + iy and £ € R". When f is radial the Weyl transform reduce to
the Laguerre transform

W(f) = Z RN(f)ﬁN
N=0

where PN is the projection of L?(IR™) onto the N-th eigenspace of the operator
—A + |x|* and R,(f) are defined by

!

D= n—nr

1
J f@LY ‘<3 |z|2>e' 121*/4 gz dz.
C"
If we let
-nyn-1 1 2\, - lz|%/4
en(@) = @m "Ly 5 [2f? e A,

then it is clear that W(g,) = 15N due to the orthogonality properties of the
Laguerre functions.
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Another important fact about the Weyl transform which we need is its
action on Lf. If we define the operators Z and Zj by

1_ - ad 1
t3% L= TR

VA .
J i oz, 4

_ 9
azj

then a simple calculation shows that

Since

n

(- L@z +220)=won

-2 2
where H = —A + |x|? we have the equation
W(Lf) = 4W(/)H.

From this we conclude that W(Q,.f) = W(f )FN and when f is radial the
above formula becomes W(Q,.f) = Ry(f)Py. Since W(p,) = P,, we have the
result Q. .f = Ry(f)¢, for radial functions. Thus for radial functions P, f =
R, (f)¢, and we are ready to prove the following proposition.

Proposition 2.1. When f is radial and 1 < p < 4n/(2n + 1) we have
|Pyfl < CN™AP=VD=V2) £
ProoF. Since |y, = CN®~ D% we have
|Pynfl2=CN~ «- 1)/2‘ ch,.f @eN(2)dzdz
SCN~ 2| opl, 1 1,

where 1/p + 1/g = 1. So we need to estimate the L? norm of ¢,,. A simple
calculation shows that

@3 lowl = CN®=22) 85502,

where

a+B=n-1, ﬁ=2(n—1)<%——‘11—>

and £fv are the normalized Laguerre functions of type 6.
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Now we will make use of the following estimates proved in [5]. Assume that
a+pB>-1and o> —2/q. Then

4 | £ Ay~ #2], < CN*2 Vs

ifl<g<4and B>2/qg—1/20org>4and 8>4/3q—1/3.
When 1 < p<4/3,gq>4and 4/3g— 1/3 <0 so that 8> 4/3q — 1/3.
When 4/3 < p<4n/2n + 1), 4n/2n — 1) < g < 4 and it is easily checked
that 8 > 2/q — 1/2. Hence in view of the estimate (2.4) we immediately get

|Pnf I, < CNO-DU2-VO-Va| £

This proves the proposition.

3. Estimating the Riesz Kernel

To get a good estimate for the kernel of the Riesz means we need to recall the
definition of twisted convolution. The twisted convolution of two functions
f and g both defined on C" is defined by

3.1 fx 8@ = [_fz - vg), v)dvdo

where
w(z,v) = exp (—%Im zz7> .
In terms of the real variables

(3.2) Fx80) = [ ./ = »g()e™? dy

R2n

where P(x,y) is a real polynomial. An important result we need is the fact
(3.3) W(f x g) = W()W(g).
In the previous section we have observed that
W(QnS) = W(f)Py = W()W(ey)
and hence in view of (3.3) we have Q,.f = f X ¢,,. Now for a radial function f

k+n

é
sir=5(1- 57" ps

2k +n

é
=z(1 — )+Qkf=fxs;
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where the kernel s2 is defined by

2 )
(3.4) si(z)=2<1 - klf ”>+¢k(z)

Thus we have
S3f) = [ S} 00 ay

where the kernel is given by
(3.5) S (x, y) = 8 (x — y)e't®,
We can now prove the following estimate.
Proposition. 3.1.
(3.6) S50, )| < CL"(A + LY2|x — y|) =2 =" 173
Proor. From (3.5) what we need is to prove

|s2@)] < CL"(1 + L'2[g) =~ "~ 172,

Consider the Cesaro means o> defined by
8 1 &
G.7 0, f@) = 4 kgoAL_kaf(z)

which is given by twisted convolution with

L
T ]
4 S AL o).

(3.8) 2@ =
There is a formula (see Gergen [3]) connecting s%(z) and o2 (2) viz.,
s2(z) = Ll i V(L — k)A%e(2)
L LB o k¥ k

where the function V satisfies the estimate |V (¢)] < C (1 + t) ™. In view of
this formula it is enough to prove

|08 @)| < Ck™(1 + kV2[z) =",

The following formula is true for Laguerre polynomials (see [5]):

N
2 AN L) = LY.
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Since
S — 1 & 5 n-1f 1, 2 - |z|%/4
0= BAL L (31R)e
we immediately get the formula
3.9 alﬁc(z) - %Li* n(% |z|2>e' |z|2/4_
k

Now we can make use of the asymptotic estimates for the Laguerre Poly-

nomials LZ*"(—;— |z{2> (see for example [5]). Indeed, if we let

£;z](r) =N a/ZL;xv(r)e—r/Zra/Z

then the following estimates are valid.

( 1
(rv)*/? if 0<r<—
14

(rv)~V* if l<r<%

14

|L¥I<C 4 ,
POV + - i L <r<
2 2

3y
oy . 53
e if r >

-

where » = 4N + 2a + 2. In view of these estimates it is an easy matter to
show that

lUZ(z)I < Ck™(1 + kV2|z|)=8-n-173,

This completes the proof of the proposition

Remark. Incidentally, using the above estimate one can prove a pointwise
convergence result for radial functions. When f is radial

S3f() = [ s 0x ~9)e 21 () dy
1
shows that when 6 > n — 3 we have

Sup [S} /(9| < CAS(x)
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where A is the Hardy-Littlewood maximal function. So when f is in L?(R*")
and radial, S,‘i Sf(x)— f(x) a.e. as L tends to infinity.

We further remark that in [9] we have proved the pointwise convergence for
any L function when 6 > n — 1/3. That required a considerable amount of
work because there estimating the Riesz kernel was much difficult.

4. I” Bounds for Riesz Means

In this section we will prove that when

l<p< and 6> 8(p)

n
2n+1
the following uniform estimates are valid

183 f1,<Clfl,, fis radial.
Following [1] we take a partition of unity
§¢(2”t) =1

for ¢t > 0 where ¢ is a Cg function supported in (1/2, 2). For each » set

t t\?
@.1) 0l () = ¢<2”<1 - f>><1 - Z) :

Furthermore, for » = 1,2, ... define
4.2) 82 =205 ,\Pf
A A \°
4.3) St of=2 ¢o<1 - f)(‘ - T*) P.f
where \, = kK + n and
eot)=1- Zl o(2'1).

Then we have

flog VL]
4.4 Sif=8)of+ X S} f+RLS.

y=1

It is easily seen that Si,o satisfies the conditions of the Marcinkiewicz



70 S. THANGAVELU

multiplier theorem (see [8]) and hence

4.5) 1S2.0fl,<Clfl,, 1<p<e.

So what we need to prove is the existence of an € > 0 such that

4.6) IS; fl,<C27"| fl,
@.7) IRLFI, < C27|f],

As remarked in [1] it is enough to prove (4.6).

Proposition 4.1.
(4.8) 1S3 ,fl, < C(27"VL) 2= (VL yY®|f],.

Proor. Note that 9’;,”(’) =0 unless ¢ satisfies 277”11 —¢t/L 277!

and on the support ¢} ,(¢) has the bound |¢} ,(#)| < C27*. Consequently,
by the orthogonality of the projections

|83 Flz<C272 3 |PfI2

k+n

<2—D+1.
L

where the sum is extended over all k satisfying 277" 1< 1 —
Since we have

|Pef13 < CRPP= VD1 £2
a simple calculation shows that

|83, f12 < C2= (27" VL )(VL *P| f|2.

This proves the proposition.

Once we have the estimate (4.8) and the kernel estimate (3.6) we can pro-
ceed as in [1] to prove the theorem mentioned in the introduction. For the sake
of completeness and to clarify certain points we give a somewhat detailed proof
of the theorem.

Proceeding as in [1] one can show that given a 7y > 0, there is an € > 0 such that

4.9 IS8 (x, )| dy < C27™

jIx—yl >22+M/JL

holds uniformly in x. The proof of this we will not elaborate since it is already
given in full details in [1]. The proof makes use of the kernel estimate (3.6).
Let B be a ball of radius 2" *?/~/L, then

" Si,nyLP(B) < lBll/p_l/ZH Si,,,f “LZ(B)'
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If we use the bounds (4.8) we will get
" Si, ,,f || @) s C2- v(d+ 1/2)2v(1 +v)(@6(p) +1/2) " f Hp .

Since 6 > 8(p) we can choose ¥ so that 6 + 1/2> (1 + v) (6(p) + 1/2) and
with that choice of v it is clear that there is an € > 0 such that the following
is true

(4.10) I Si,yf"Lp(B) < Cz_“"f"p-
Split the kernel Si’y(x, y) into two parts by setting
Ki6,y) =S8 (6p), if |x—y <AL
=0 otherwise
and
K,(x,») = S} ,(x,) — Ki(x, ).

Here 7 is the positive number already chosen. The estimate (4.9) immediately
proves that

|K2f 1, < C277[ f,-

To prove a similar estimate for K; we proceed as follows.
Let B(h) be the ball

izv(l+'y)
X \/Z
and let B*(h) be the ball
izv(1+'y)
X \/Z
and B**(h) the ball
221’(1+'¥)
x—h<—r—-
Ko<

We split the function f into three parts viz

f1=fx3*s f2=fx3t*\3u f3=f_f1_f2-
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2v(1 +7v)
Since the kernel X; is supported in the region |x — y| < /A we have
K. f=K fi+Kif>.
We will prove that
p — vep P
[ KiSIP dx < C272 [ 1 F(9)|P dy

Integration with respect to A4 will then prove the bound
IKi fl, < C27| f,-
When x € B(h) and y is in the support of f; we have |x — y| < 2"*V/A/L
so that K, f; = S} ,f;. In view of (4.10) we get
p — Ve p
[ Kii@Pdx < C27 [ 1 fO)I dy.

B*(h)
And when x € B(h) and y is in the support of f, we have

i rd+7)

2
x—y|>—F—+>

VL
and hence in view of (4.9) we get

K fo®Pde<C27 [ | ()P dy.

j B(h) B**(h)

This completes the proof of the theorem.

We conclude this section with a proof of the corollary. Observe that when

_ 4n
P=on+1
6(py) for any

> 8(p) =0. Given 6 > 0, a simple calculation shows that 6 >

S 4n
PoZ s 1+20

and hence
18511 ,, < ClS N, -
By self adjointness and duality we also have
1211, <CIS .

An interpolation proves that |S?f|, < C|f|, for p,<p < p;. Hence the
corollary.
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Note added in the proof. Recently the author has proved the main theorem
of this paper on R?*"*! also.
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