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ABSTRACT

We present a self-consistent, semi-analytit@®DM model of star formation and reioniza-
tion. For the cosmological parameters favored by the WMAR daur models consistently
reproduce the electron scattering optical depth to reaiium, redshift of reionization and
the observed luminosity functions (LF) and hence the stan&tion rate (SFR) density at
3 < z < 6 for a reasonable range of model parameters. While simplefhozation feed-
back produces the correct shape of Lk at 6, for = = 3 we need additional feedback that
suppresses star formation activities in halos with® < (M/My) < 10'. Models with
prolonged continuous star formation activities are prefiover those with short bursts as
they are consistent with the existence of a Balmer breakmisiderable fraction of observed
galaxies even at ~ 6. The halo number density evolution from the standa@DM structure
formation model that fits LF up te = 6 is consistent with the upper limits an~ 7 LF and
source counts & < z < 12 obtained from the Hubble Ultra Deep Field (HUDF) observadio
without requiring any dramatic change in the nature of siemftion. However, to reproduce
the observed LF a < z < 10, obtained from the near-IR observations around strongrigns
clusters, we need a strong evolution in the initial masstioncreddening correction and the
mode of star formation at > 8. We show that low mass molecular cooled halos, which may
be important for reionizing the universe, are not deteetablthe present deep field obser-
vations even if a considerable fraction of its baryonic mgmss through a star burst phase.
However, their presence and contribution to reionizatian be inferred indirectly from the
redshift evolution of the luminosity function in the redi§liange6 < z < 12. In our model
calculations, the contribution of low mass halos to glob@RSlensity prior to reionization
reveals itself in the form of second peakzat- 6. However this peak will not be visible in
the observed SFR density as a functiorr afs most of these galaxies have luminosity below
the detection threshold of various ongoing deep field siwgvAgcurately measuring the LF
at high redshifts can be used to understand the nature diostaation in the dark ages and
probe the history of reionization.

Key words: cosmology: early universe theory— galaxies:formation- luminosity function
— high-redshift— stars.

1 INTRODUCTION till 2 ~ 10. At the same time tight constraints are being set on the

Understanding how and when the dark ages ended and led to theepOCh of reionization by studying spectra of the highessiifd

reionization of the intergalactic medium (IGM) is one of thaly QSOs and the ongoing WMAP sateliite observations of the Cos-
. . . mic Microwave Background (CMB) polarization. It is impevat
grails of modern cosmology. The collapse of the first noedin ic Vicrowayv ground ( ) polarizat 1S IMp

. . L to construct models of structure formation that explainviealth
structures and the associated star formation possiblyigeahe . o
first sources of UV photons which ionized the IGM. Direct abse of available data, and so probe the nature of star formafidhd
i f th pl' ¢ star forming ‘calaxies’ i ) idh th dark ages as well as in the post reionization era. This foimas t
vations of these eariest star forming gajaxies 1S rapi € basic motivation of the present work.
rise, with data constraining the luminosity functions oftgées and

hence the redshift evolution of star formation rate (SFR)sitg The absence of the Gunn-Peterson absorption (Gunn & Peter-
son, 1965) blue-ward of the Lyman-emission from background

QSOs had indicated that the IGM is highly ionized at leastaup t
* E-mail: samui@iucaa.ernet.in redshifts of abou® or so. However, recent detections of a strong
t+ E-mail: anand@iucaa.ernet.in Gunn-Peterson trough in the spectra of QSOs with 6 and lim-
1 E-mail: kandu@iucaa.ernet.in its obtained on the sizes of ionized regions around the Bighe


http://arXiv.org/abs/astro-ph/0612271v2

2  Samui, Sianand & Subramanian

QSOs, indicate a significantly neutral IGM aboyve- 6 (Wyithe

et al. 2005; Fan et al. 2006). The CMB observations are still i
triguing, with a recent downward revision of the the optidapth

to electron scattering, froma = 0.1715 53 based on the first year
WMAP data (Spergel et al. 2003), to a vatie= 0.0973-53 from
the three year data (Spergel et al. 2006). The latter measumte
would naively suggest a reionization redshif z,.. < 12. This

is consistent with that indicated by the quasar observatiblow-
ever, WMAP 3rd year data also indicate a lower power in dgnsit
fluctuations (withos = 0.7479-9%) and also a redder power spec-
trum (with a scalar spectral index, = 0.95279:91%). Both these
effects decrease the predicted number density of collapisiedts,
and hence can make it potentially difficult to explain theeslisd

Te ~ 0.09 (Alvarez et al. 2006).

Direct measurements of luminosity function and hence the
SFR density up to the redshift that is consistent with thesug-

gested by the WMAP data is now possible, thanks to the photo-

metric dropout techniques (e.g. Steidel et al. 2003).2gf 6 we
have several sets of observations from different groupshwap-
pear to be in reasonably good agreement with each otherg(lwat
et al. 2003; Sawicki & Thompson 2006; Bouwens & lllingworth
2006). These observations put tight constraints on lunityn@snc-
tions at these epochs and hence on SFR density. Howevevabser
tional constraints on the luminosity function for redshift> 6 are
scanty and have more uncertainty than £hg€ 6 data. Bouwens et

al. (2005), based on the NICMOS-UDF data reported a rapid de-

cline in the SFR density at 2> 5. In striking contrast, the SFR
density estimated from Ly emitters detected at = 5.7 and6.5
implies no substantial decrease withHu & Cowie 2006). The
decline in the SFR density is also not supported by near-HBemwb
vations of Richard et al. (2006) around lensing clustersqiobd
with VLT/ISAAC. Selection biases and cosmic variance caquria
vide possible reasons for the difference (Hu & Cowie 2008)w&
will show here, clarifying this issue observationally iso@ramount
importance to probe the nature of the first star formation.

Reionization also feeds back on star formation by suppress-

ing the collapse of the gas into low mass halos (Thoul & Weigbe
1996). It is then important to model the redshift evolutidhumi-
nosity function, SFR density and reionization simultarsigun a
self-consistent manner, taking account of such radiategllback.
We do this here adopting a semi-analytical approach. Thadsis
motivated by the need to explore the sensitivity to modeape-
ters in an extensive fashion.

In section 2 we outline our semi-analytic models for star for
mation and reionization and discuss how to compute the ifédsh
evolution of the luminosity function and integrated soucoents
for high-z galaxies. The resulting reionization history is described
in section 3, while sections 4 and 5 focus on the results Bt
luminosity function of high redshift galaxies. We elaber&irther
in section 6, the utility of the > 6 luminosity functions in probing
reionization history. The redshift evolution of the SFR signin-
ferred from our models is presented in section 7, and a dismus
of results and our conclusions are presented in the lasbeet
most of this work we use the cosmological parameters camist
with the recent WMAP data} = 1, Q,, = 0.26, Qa = 0.74,

Qp, =0.044, h = 0.71, 05 = 0.75 andn, = 0.95).

2 SEMI-ANALYTIC MODELS
2.1 Redshift evolution of star formation

The formation and evolution of galaxies and the associatad s
formation histories have been studied extensively usirt) bo-
merical simulations and semi-analytic models (Chiu & Qtri
2000; Choudhury & Srianand 2002; Springel & Hernquist 2003;
Nagamine et al. 2006). Here, we use the modified Press-Sehech
(PS) formalism of Sasaki (1994) to study the redshift evoiut
of the SFR density (see also Chiu & Ostriker (2000); Choughur
& Srianand (2002)). In this formalism the number density off c
lapsed objects having mass in the raxgé, M + d M), which are
formed at the redshift intervék., z.+dz.) and survive till redshift

z IS, (Sasaki 1994; Chiu & Ostriker 2000)

N(M,z,z.)dM dz. = Nu(ze) <D(zc)a(M) D(ze)
D(zc) dz.
DG) HE)(1 T 7) W

Here, the overdot represents time derivatidéy (z.) dM is the
number of collapsed objects per unit comoving volume within
mass rangéM, M + dM) at redshiftz., known as the PS mass
function (Press & Schechter 1974), ahdis the critical over den-
sity for collapse, usually taken to be equalit¢86 for a matter
dominated flat univers&?,, = 1). This parameter is quite insen-
sitive to cosmology and hence the same value can be used for al
cosmological models (Eke, Cole & Frenk 1996). Furtié(z) is
the Hubble parametef)(z) the growth factor for linear perturba-
tions ando (M) the rms mass fluctuation at a mass scdale The
ratio D(z.)/D(z) gives the probability that a halo which collapsed
atz. survives tillz. Note thatV (M, z, z.) is the formation rate of
halos weighted by their survival probability, and integrgtit over
z. from z to oo gives the PS mass functid¥a, (z) at any redshift
z:thatisNa(z) = f:o N(M, z, z.) dz..

Next, we assume that the SFRzabf a halo of mass\/ that
has collapsed at an earlier redshift is given by (Chiu & Ostriker
2000; Choudhury & Srianand 2002)

Se )2 D(z.)

dM.

Msp(M,2z,2:) = fu (%M)%

Here, f. is the fraction of total baryonic mass in a halo that will be
converted to stars. The functiafz) gives the age of the universe

at redshiftz; thus,t(z) — t(z.) is the age of the collapsed halo at
z. tayn IS the dynamical time-scale and given by (Chiu & Ostriker
2000; Barkana & Loeb 2001)

tagn(z) = /ﬁzr(z)' ®)
Here,
puir(2) Ac(z)pe(2)
Ac(z) = 187° +82d(z) — 39d>(z)
d(z) = % -
pie) = G

The duration of star formation activity in a halo depends loa t
value ofx. For a given value of star formation occurs in a contin-
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uous mode with a peak attq,» and decaying exponentially after-
ward. Note thak — 0 corresponds to the star formation occurring
in a single burst.

We can then calculate the cosmic SFR per unit comoving vol-
ume at a redshift using,

pSF(z):/dzc / dM' Msp(M', z,2.) x N(M', z,z.). (4)
z Mow

The lower mass cutoff /i) at a given epoch is decided by the
cooling efficiency of the gas and different feedback proegsh
the absence of UV background radiatidfi.., is decided only by
the cooling efficiency of the gas. In the early universe, nelgie
nation line cooling from hydrogen and helium lines are fadbas
the heavier elements are absent. However, such coolindeis- ef
tive only above temperatures of abalt* K. Thus gas in halos
with virial temperatures in excess dff* K can cool and collapse
to form stars. However, if one can increase theddntent of the
gas then molecular line cooling can lead to the formationadd c
gas condensations within the low mass halos (Tegmark 291

3

which sharply decreases star formation in high mass halogeab
102 M. The main conclusions of our work are insensitive to the
exact nature of this cutoff as long as the typical mass abdwvehw
star formation is suppressed is not much smaller tgAM .

2.2 Redshift evolution of the luminosity function

Although many works emphasize the measurements of SFR den-
sity at different redshifts, the more directly observed mjitg is
rather the luminosity function. The SFR density is merelpaver-
sion from the measured luminosity function to the star farama
rate assuming a continuous star formation with some initiats
function (IMF) for the formed stars. So a more accurate compa
son of theory with observations will be possible if we congptire
luminosity function at different epochs computed from oems
analytical models with the observed luminosity functidrstther-
more, very low mass halos could contribute significanthhithe-
oretically computed SFR density, but not at all to the dednh-
dividual galaxies (and hence the observed luminosity foncor
the inferred SFR density). Therefore it is important to akdte the

Haiman, Abel & Rees (2000) have shown that such cooling can be lJuminosity functions predicted by our semi-analytic mactel con-

efficient for T\i: > 300 K. The presence of Lyman and Werner
band photons that are produced by luminous objects canyeasil
destroy these bHimolecules. So survival of star formation activi-
ties in low mass halos is always very uncertain. In what fedio
we consider models with/,,,, corresponding to a virial tempera-
ture, Tvir = 10* K (hereafter “atomic cooling model”) angh0 K
(“molecular cooling model”).

lonization of the IGM by UV photons enhances the tempera-
ture of the gas thereby increasing the Jean’s mass for thapsel
Thus, M. is increased in the ionized regions due to photoioniza-
tion heating. It is known from simulations that the photammg
background suppresses galaxy formation within halos wittue
lar velocities ¢.) less than abous5 km s™!, while the mass of
cooled baryons is reduced by 50% for halos with circular cielo
ties~ 50 km s~! (Thoul & Weinberg 1996). However, the exact
value will depend on the intensity and spectral shape ofdhizi
ing background radiation. Therefore, the cutoffvincan in princi-
ple be redshift dependent (Benson et al. 2002; Dijkstra. &0414).
In the ionized fraction of the universe, our models assunm-co
plete suppression of star formation in halos below circuédocity
ve = 35 km s~! and no suppression above circular velocity of
95 km s™'. For intermediate masses, we adopt a linear fit fiom
to 0 for the suppression factor (as in Bromm & Loeb, 2002). The
ionized fraction of the universe itself, at a given epocleasputed
using the simple model of reionization described below.

Semi-analyticaACDM models of galaxy formation without
feedback usually also overproduce the number of high lusiiyo
galaxies compared to the observations (see Somerville ®ddik,
1999). Further, recent observations of higlgalaxies suggest that
the SFR in massive galaxies was higher at highe. z ~ 2) com-
pared to that in the local universe, contrary to the naiveliptns
of hierarchical structure formation (Cowie et al. 1996; ket al.
2005; Croton et al 2006). Thus, we need to incorporate thindec
ing star formation activities in the massive halos. This asise,
physically, due to the effect of AGN feedback (Bower et al020
Best et al. 2006). For simplicity we model this by multiplgithe
integrand in Eq. (4) with a suppression factor

1

fow = 3
1+ (o)

©)

strain parameters of our models more accurately.

The luminosity function is computed as follows. From “Star-
burst99” code' (Leitherer et al. 1999) we obtaiiseo (¢), the lu-
minosity at1500 A as a function of time, produced for every solar
mass being converted to stars in a single (instantanecarbusst.
This quantity depends mainly on the IMF and metallicity oé th
gas. In our model, star formation is a continuous processtpfor
a few dynamical time. We therefore compute the luminosity of
galaxy of agel” using

0
Lisoo(M,T) = /MSF(M, T — 7) l1500(7) dr. (6)
T

Here, the age of the galaxy formed at and observed at is
T(z,z.) = t(z) — t(z.). As a check on our prescription for calcu-
lating the luminosity as function of time, we reconstruct thmi-
nosity evolution of a galaxy undergoing a constant star drom
using convolution integral in Eq. (6) and compare it with the
minosity evolution directly obtained from “Starburst9®de. This
comparison, shown in Fig. 1 as an insert, demonstrates that o
prescription could provide a fairly accurate represearatf the
luminosity expected from models with continuously vary®BBR.
In Fig 1 we show the luminosity at500 A calculated with our
prescription, from a galaxy with a variable SFR. The galaxgs-
sumed to collapse at. = 10 and form10° Mg, of stars with a
Salpeter IMF (and masses between 100 M), at a rate given
by Eqg. (2), and withx = 1, 1/10 and1/100. As per our expec-
tation, whenx becomes small (say = 1/100) the luminosity at
1500 A as a function of time is close to that expected from a single
star burst. It is also evident from Fig. 1 that the peak lursityois
higher and occurs earlier for lower values«of

Hence, for any given halo of madd which collapses at.,
and undergoes star formation as given by Eq. (2), one can com-
pute its luminosity evolution. The luminosity can be conedrto a
standard absolute magnitude, say the AB magnitude using

Mag = —2.5log,(Luo) + 51.60 @)

L http://www.stsci.edu/science/starburst99
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Figure 1. Luminosity at1500 A of a halo with stellar mas$06 Mg col-
lapsed atz. = 10. The IMF is Salpeter froml — 100 M with metal-
licity Z = 0.0004. The solid curve is for burst model (obtain from “Star-
burst99”). Other three curves are obtained by using Eq. iffl)the SFR
given by Eq. (2) forx = 1 (long-dashed)] /10 (dotted) andl /100 (short-
dashed). In insert, we show the luminosity of a galaxy unaiegya contin-
uous star formation at a rate bfM yr—! for comparison. The solid curve
is the result from “Starburst99” code (Fig. 54 of originaP®dataset) and
dashed curve is our model prediction. The IMF is Salpetdnémbass range
1 — 100 M and the metallicity isZ = 0.001.

where the luminosity is in units of erg$ Hz=! (Oke & Gunn
1983). The luminosity functio® (M 4z, z) at any redshift is then
given by

@(MAB7 Z) dMAB

oo

= /dzc N(M, z, zc)

z

dM  dLis00
dLi500 dMag

dMag (8)

whereN (M, z, z.) is given by Eqg. (1). In what follows, we will be
comparing the high redshift luminosity functions computesihg
Eqg. (8) with observations. Further, one can directly indégrthe
theoretically computed luminosity function at a givermo a given
luminosity limit, fold in a conversion factor between therimosity
and the SFR to obtain the SFR density at that redshift. Nata ev
though Eq. (2) directly gives the SFR density, it is betteoltain
it by integrating the luminosity function. This is becaube SFR
density is usually measured by integrating the observeéhlosity
function above some luminosity threshold (for exampl&eL’_5).
This issue is dealt with in greater detail in section 7.

2.3 Integrated source counts

For redshifts: > 8, Bouwens et al. (2005) give upper limits on the
number of sources detected up to the limiting apparent adgmi
that their observations reach f8r< z < 12. They have then used
these upper limits to set limits on the the SFR density g 8. In
order to compare with such observation at high redshifts lae a
compute the integrated source counts as a function of tHarlgn
apparent magnitude. The number of galaxies per unit solitban

Table 1. Values ofn., for different model parametetrs

Miow (Me)  mup(Mg)  Metallicity(Z) Ny
1 100 0.040 4800
1 100 0.020 5675
1 100 0.008 6530
1 100 0.004 7245
1 100 0.001 8710
1 100 0.0004 10450
0.5 100 0.0004 7780
0.1 100 0.0004 4100
10 100 0.0004 33810
50 500 10-7 83000

1 All the models use Salpeter IMF with = 2.35.
T Solar metallicity €).
1 Taken from Schaerer (2003).

the sky per unit redshift interval with apparent magnituskslthan

a limiting magnituden, is given by (Peebles 1993; Padmanabhan

2002)

dn(z,m < mg)
dQdz

where

=N(z,m< mo)rgm(z)dH(z) 9)

C
B Hy [QA + Qm(l + Z):3]1/2
is the ‘Hubble Radius’ and

z

dH(Z)

dz
rem(z):c/ T3
S Ho [ + Qun(1+2)°]
Further, V' (z, m < my) is the comoving number density of object
at redshiftz having apparent magnitude less thap, i.e.

Mo (z,m0)

N(z,m<m0): q)IVIAB(MAB,Z) dMap (20)

—o0

The relation between apparent magnitude and absolute tudgni
is given by (Peebles 1993; Padmanabhan 2002)

m—M = 25+4510g,,[3000(1 + 2)rem (2) Ho/c] — 5 log,o h.(11)

To give a rough idea of the numbers involved, suppose a
10'° M, dark matter halo collapses at = 10 and undergoes a
burst of star formation, with a fractiofi. = 0.5 going into stars
having a Salpeter IMF fromh — 100 M. Let us assume that the
metallicity of the gas isZ = 0.0004. Then the luminosity at early
epochs (up to a few Myrs) is 1.4 x 10*? ergs s A~1, corre-
sponding to an absolute AB magnitude-e23.46 (with no extinc-
tion correction) or—21.82 (with an extinction correction factor of
4.5). The corresponding apparent magnitudes2&.& and28.34
respectively. In the survey by Bouwens et al. the limitinggmia
tude was~ 28.5. So the detection of these halos with present tech-
nology depends on the amount of dust reddening in theseigalax
If the galaxy under goes a continuous star formation thelrits-
nosity can be much smaller, making it more difficult to detect

2.4 Cosmological reionization

In order to calculate the radiative feedback at differedshifts we
need to know the ionization history of the universe. For fiis-
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pose, we C.onSider the fOIlO\{Viﬂg simple quel of reionizatibiat Table 2. Results of reionization for atomic cooling modéls:
assumes (i) all the baryons in the IGM are in the form of hydrog
and (i) all the Lyman continuum photons that escape a stan-fo Miow (Mo) 7 o e B . -
ing galaxy are used for reionizing the IGM. The fraction afiied low V7O ° e °
hydrogen () evolves as (Barkana & Loeb 2001), 0.1 0.0004 0.75 0.95 1.00 59 0.066

. 0.5 0.0004 0.75 0.95 1.00 6.6 0.076
dfmrr N, dt dt 1 0.0004 075 095 1.00 7.0 0.080
& " na) 4 eema@fanC g (12) 10 0.0004 075 095 100 84  0.097
Here, N, is the rate of UV photons escaping into the IGM and 1 0.001 075 095 100 6.8 0.077
ny(z) is the proper number density of the hydrogen atoms. The 1 0004 075 095 100 67 0.075
clumping factor of the IGM(, is defined a<C' = (n%) /A% and ! 0.008 ~ 0.75 095 100 64 0.073
; L L N 1 0.020 0.75 095 1.00 6.3 0.071
aB |§ the case B recgmb!natlon coeﬁlplept,ﬁt: 3 x 10% K. 1 0040 075 095 100 6.0 0.069
The first term on the right is the rate of ionization and sectmnoh
is rate of recombination, weighted by tlfg ;;, as recombinations 1 0.0004 0.85 095 1.00 85 0.100
take place only in the ionized regiof, is obtained from the SFR 1 0.0004 095 095 100 97 0.122
density using, 1 0.0004 0.75 1.00 1.00 7.8 0.093
1 0.0004 085 1.00 1.00 9.3 0.117
N, = psk(2)(1+ z)?’nvfesc. (13) 1 0.0004 095 1.00 100 109  0.142
mp 1 0.0004 075 0.95 050 7.2 0.088
Heren, is the number of ionizing photons released per baryon of 1 0.0004 075 095 033 7.0 0.091
stars formed and.... is the fraction of these photons which escape 1 0.0004 075 095 025 7.1 0.092
from the star forming halo. The value of, depends on the IMF i 8'8882 8;2 8'82 g'icl) ;'8 00'(?9953
of the forming stars. For a Salpeter IMF (withyo,, = 0.1 Mg, i ) ) ' ' '
myp = 100 Mp) n, ~ 4000. However, for first generation of 10 0.0004 075 0.95 050 88 0.105
metal free stars, the IMF could be biased towards very massiv 10 0.0004 075 0.95 0.25 83 0.111
10 0.0004 0.75 0.95 0.11 8.4 0.¥14

stars. This can give much larger values far ~ 80000 (Schaerer
2003; Haiman & Bryan 2006). In Table 1 we summarize the val-
ues ofn., for different IMFs and metallicities obtained from ‘Star-
burst99’ that are used in our subsequent calculations.

Clearly fr 11 as a function ot depends on our choice of,,
fese and C. In what follows, we usef.,c = 0.1 andn, corre-
sponding to the assumed IMF. For the clumping factowe have
assumed the following simple form given by (Haiman & Bryan
2006)

C(z)=1+9 <L)2 (14)

142
for z > 6 andC = 10 for z < 6. We also compute the electron
scattering optical depthr{) in order to compare it with the recent
WMAP observation.

Having established the basic framework of semi-analytidmo
els, in the following sections we present our self-consistesults
of reionization, luminosity function and SFR density.

3 REIONIZATION HISTORY IN DIFFERENT MODELS

The epoch of reionization and hence the electron scatteptigal

tAll the models assumeryp = 100 Mg, f+ = 0.5 and fese = 0.1.
amodel A;’model B;°model C;?*model D;¢model E;f model F.

Therefore, atomic cooling models with cosmological param-
eters constrained by the 3rd year WMAP data (= 0.75 and
ns = 0.95) produce consistent values af for a range of star for-
mation scenarios. Also the inferred reionization redstafte con-
sistent with observations of the highest redshift QSOs (@taal.
2006) and Lymarnx emitters (lye et al. 2006). Reionization his-
tories for some of these models are shown in top panel in Fig. 2
From Table 2 it is also clear that the models with higher \alole
Miow, 0s andn, produce reionization at slightly higher redshifts
with higher .. Further, for a given value of. f.s. the redshift of
reionization only depends weakly aras integrated star formation
and hence the total number of UV photons escaping a halo nsmai
the same. However, is larger for smaller as most of the star for-
mation in halos occur over a shorter time-scale (see Fidnetgby
establishing Hi regions very quickly.

Now consider the effect of star formation in molecular cdole
halos. Molecular cooled halos were proposed as a main séarce
early reionization in order to reproduce the high opticattee-

depth, 7., are sensitive to cosmological parameters, mode of star ported from the 1st year WMAP data. In Table 3 we have shown the

formation and escape fraction of UV photorfs;.. We definez...
as the redshift when the ionized fractigi ;; becomes unity. In
Table 2 we showz,.. andr. for a range of parameters considered in
our study keepind.sc = 0.1, f. = 0.5 and taking account of only
the atomic cooled halos. Note = 0.5 used here is constrained
by the observed luminosity functions discussed in the Valg
section. The recent WMAP data gives = 0.09 &+ 0.03. Models
which assume Salpeter IMF withio,, < 1 Mg, x = 1 and a
range of metallicities produce. in the lower end of the allowed
range from the WMAP 3rd year data. However, models consideri
star formation with a top-heavy IMF and adopting a lower eabfi

x produce slightly higher values ef.

results when star formation is also allowed in such haloforirza-
tion histories for some of these models are shown in bottonelpa
in Fig. 2. It can be noted that if we uge = 0.5 and fes. = 0.1
also in the case of molecular cooled halos (mode) Me resulting
optical depth is higher than the value obtained from the WNa#dP
year data. It is obvious from the table that inclusion of étama-
tion in molecular cooled halos increases the value.oHowever,
this need not always leads to a higher value,of This happens be-
cause we self-consistently calculate the reionizatiotohjsvhere
the radiative feedback suppresses the star formation idlesma
mass halos. Such an effect is very clear for model M/ithout
star formation in molecular cooling halos we had = 7.0 and
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Table 3. Results of reionization for molecular cooling modéi&.3

Migw (Me) Mup (M) N~y S K Zre Te
1 100 10450 050 1 108 0.145
1 100 10450 0.10 1 59 0.1b5
50 500 83000 050 1 142 0.194
50 500 83000 0.10 1 116 0.155
10 100 33800 050 1 126 0.171
10 100 33800 0.10 1 100 0.134
1 100 10450 050 1/2 6.3  0.154
1 100 10450 050 1/4 6.4  0.162
1 100 10450 0.10 1/2 6.2  0.114
1 100 10450 0.10 1/4 6.2 0.121
10 100 33800 0.10 1/2 6.4  0.143
10 100 33800 0.10 1/4 65  0.150
50 500 83000 0.10 1/2 7.8  0.166
50 500 83000 0.10 1/4 69 0174

LAl models assumgesc = 0.1, g = 0.75 andns = 0.95.

2 Atomic cooled halos have parameters similar to model A ind@ab
3k as given in the table is used for all the halos.

amodel M;; ® model My; ¢ model Ms; ¢ model M;.
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Figure 2. The reionization history for some atomic cooling (top panel
and molecular cooling (bottom panel) modelsp panel: The solid, dot-
ted, short-dashed, long-dashed and dot-dashed curvesramoflels A, B,
C, D and E respectively (see Table Bottom panel: The solid, dotted,
short-dashed and long-dashed curves are for mode/dW, M3 and My
respectively (see Table 3).

7. = 0.080 (see model A in Table 2). Inclusion of star formation in
molecular cooled halos has increased the value. @b 0.105 but
decreased,.. t05.9.

From Table 3 one can conclude that to obtainwithin the
1o value predicted by WMAP 3yr data star formation in molecular
cooled halos should be in a continuous mode with normal Saipe
IMF if we consider the same efficiency factors as atomic abbke
los (i.e.f. = 0.5 and fesc = 0.1). The models with top-heavy IMF
will produce consistent reionization only when we redudbesi
of these two efficiencies drastically. For example, a Popnidide

of star formation in molecular cooled halos, with ~ 83,000
leads to ar. ~ 0.17 for f.fesc = 0.01, and so exceeds the
inferred from the WMAP 3rd year data aRa level. Clearly based
on the constraints on reionization from WMAP data alone itas
possible to independently constrain bgth as well asf.... We
can only constrain the produgt f..., and from Table 3, it appears
that one needs this product to be at least smaller than01 for

a top-heavy IMF. Thus the recent WMAP observations are bette
consistent with a low efficiency of the molecular cooled kailo
reionizing the universe. This is in consonance with the ltesaf
Choudhury & Ferrara (2006), Haiman & Bryan (2006) and Greif &
Bromm (2006).

We now have a set of models that can produee eonsistent
with the 3rd year WMAP data. However, as we will show in the
next section, the luminosity functions and hence the gletzalfor-
mation rate density in these models can be very differentrdh
fore, one can use the observed luminosity functions at rdiffe
epochs to get better constraints on our model parametergloNe
this in what follows.

4 UV LUMINOSITY FUNCTION OF HIGH REDSHIFT
GALAXIES

The luminosity function and SFR density as a functiorz éf our
models will depend on the parameters associated with starafo
tion, reionization in addition to the standard cosmoloppzrame-
ters. The parameters related to star formation like the ietal-
licity and f. could depend on redshift. Since the exact evolution of
most of these quantities are difficult to predict, we compuiei-
nosity function at a given for a range of these parameters.

4.1 Observed luminosity functions

The observationally determined luminosity functions aaken
from Sawicki et al. (2006) for = 3 andz = 4, Iwata et al.
(2003; 2007) forz = 5 and Bouwens & lllingworth (2006) for
z = 6. Our model luminosity function is computed using luminos-
ity at \ = 1500 A. We obtain the observed luminosity function at
A= 1500 A assuming flat spectrum ify,. Forz > 6 we have con-
straints from three sets of observations. One is the uppérbased
on the tentative detection of three candidate galaxi8sat < 12

by Bouwens et al. (2005) in the HUDF. The limiting magnitude o
the Bouwens et al. (2005) survey varies from field to fieldgran
ing from apparent magnitudes in the AB systenR@f2 to 28.7.
The three candidate galaxies have H 28 and are detected in
the two deep parallel fields observed with NICMOS covering-a t
tal area of 2.6 arc mmwith 5¢ limiting magnitudes o8.5. The
second observational constraint comes from the upperslionithe
luminosity function atz = 7 derived by Mannucci et al. (2007)
based on the absence#f, galaxies. The third study of relevance
to high redshift star forming galaxies, is the deep nearfARRg-
ing in the field of lensing clusters by Richard et al. (2006)tHis
study, Richard et al. (2006) derive the average luminositcfion

of galaxies a6 < z < 10.

4.2 Modeling theluminosity functionsat 3 < z < 6

In this section, we present theoretically computed lumigdanc-
tions at3 < z < 6. These are calculated using the formalism
described in section 2. As reionization occurs:at > 6 the lu-
minosity functions in this redshift range are not sensitivehe
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Figure 3. Luminosity function at different redshift bins. The soldbtted
and dashed curves are the predictions of models with lowess roatoffs
1,0.5 and0.1 M, respectively. All the models assume Salpeter IMF with
upper mass cutoff00 M), metallicity Z = 0.0004, k = 1.0 and f« =
0.5.

details of reionization history. In Fig. 3, we overplot owneputed
luminosity functions on the observed luminosity functiatsliffer-
ent redshift bins. The curves are for a Salpeter IMF with goeup
mass cutoffm., = 100 M and different lower mass cutoffs of
miow = 1, 0.5 and0.1 My, adopting a metallicity? = 4 x 10~*
(.e.0.02 Zp), k = 1, andf. = 0.5. We find that for the IMF con-
sidered above in a continuously star forming region the hasity
at1500 A depends very weakly on metallicity. For example chang-
ing Z from10~7 to 4 x 10~ produces a maximum changei 7
dex (Leitherer et al. 1999; Schaerer 2003). Thus we do ngtthar
metallicity in our models. The amount of reddening cor@tsiwe
need to apply is an unknown quantity. In principle this capete
on the redshift. To start with we have applied an uniform estldg
correction by a facto, = 4.5 (found by Reddy et al. (2006) at
z ~ 2) at all redshifts.

It is very encouraging to see our semi-analytic model with a
simple prescription for continuous star formation repicekithe
observed luminosity function reasonably well over the héftls
range of interest here. Also as described before, theselmoaee
T. consistent with the WMAP 3rd year data (see Table 2). The flat-
tening in the predicted luminosity function seen at the lowit
nosity end is due to the photoionization feedback we appi¢o
halos withv. < 90 km s™*. It is clear from the figure that the ob-
served luminosity function at = 5 and6 are well reproduced by

Figure 4. Contribution of halos with different mass ranges to the husity
function. Curves are shown for mass rangé — 101° M, (short-dashed),
101° — 10 Mg (solid), 101t — 10'2 Mg (dotted) and> 102 Mg
(long-dashed). The model presented here assumes Saldétevith lower
mass cutoffl M and upper mass cutof00 M, Z = 0.0004, x = 1.0
andfx = 0.5.

our models withnow = 1 Mg. The models withn,o, = 0.1 Mg
under predict the luminosity functions at the high lumitpshnd by
more than an order of magnitude. Basically, lowering,, from 1

to 0.1 My makes the individual halos with a given star formation
rate to appear- 1 mag fainter and moves the luminosity func-
tion along the x-axis towards the low luminosity (high AB mag
end. Thus in order to explain the observed luminosity fuorctiith
miow < 1 Mw, f«/n has to be higher thai5/4.5.

However, our model withn,., = 1 Mg over produces the
luminosity function by more thafl.4 dex at a given luminosity at
z = 3 and4 (Fig. 3). Itis clear from the figure that our models can
reproduce the brighter end{as < —20) of the luminosity func-
tionfor0.1 < miew(Me) < 0.5 at these redshifts. Thus it appears
that a good agreement can be obtained by decreasingwith de-
creasing redshift keepingj. andn constant. Such an evolution of
miew May naturally be obtained due to the increasing enrichment
of the gas with the metals, by the previous generation of st
one goes to lower redshifts. At the same time, decreagirfgr in-
creasingy) with decreasing redshift keeping the IMF constant will
also provide similar fits.

Even though our models broadly reproduce the observed lu-
minosity functions, it is obvious from Fig. 3 that they oyaeduce
the number of objects at lower luminosities especially aelored-
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shifts. Note that the photoionization feedback we use &ffetar
formation in halos withu. < 90 km s™*. This is marked by the
break seen in our model luminosity functions at lower lursityo
Clearly this break occurs at absolute magnitudéss > —19.5
suggesting that some additional feedback may be needecpto su
press star formation even in halos with higher tharg0 km s™*.

To know the range of mass where we still need more suppres-
sion of star formation we have plotted the contribution dfeal
ent mass range to the luminosity function in Fig. 4. It is ewid
from this figure that one needs more suppression in halosmags
10'° — 10'* M. This will be the rough range even if we con-
sidermiow = 0.1 Mg. In our models10'' Mg, corresponds to
ve = 130 and 145 km s~! respectively forz = 3 and4. Perhaps
starburst driven galactic winds from these halos may peoegigch

a negative feedback. Pettini et al. (2001) have reportegtlacale
outflows fromz ~ 3 Lyman break galaxies that have a typical dy-
namical mass of about0'® My. Recently, Croton et al. (2006)
have noted that the expulsion of hot gas due to supernovadekd
affects halos with. up t0200 km s~ in their semi-analytic mod-
els implemented on the millennium dark matter simulatidrsis
while radiative feedback alone gives the correct shape efbth
served luminosity function foz > 5, we need additional feedback
for halos95 < v.(kms™') < 150 in order to explain the: ~ 3
luminosity functions. Further, itis clear from Fig. 4 thatdinosity
functions over the observed range, are insensitive to thetaa-
ture of the high mass cutoff in Eq. (5), as long as the star &ion

is suppressed in massive halos with> 102 M.

There are other parameters in our model that will change the
luminosity of a given halo. We explore the effect of these elod
parameters on the luminosity function below. For refereneewill
take the model withn,ow, = 1 Mg, andZ = 0.0004 and other
parameters as above as the fiducial model (called Model Ae No
that the reionization history for this model is also denasanodel
Ain Table 2.

First, we study the sensitivity of our results to the mode of
star formation. The burst mode of star formation correspatiod
the limit x — 0. We show in Fig. 5, the luminosity function for
various redshifts taking different values of= 1/9,1/5,1/2, 1.
The solid curves in the figure are for our fiducial model A. For
models withx < 1, we suitably scalef.. to match the observed
luminosity function. As one decreasesind goes towards the burst
mode of star formation, the number of objects in the brigbted
of the luminosity function, significantly increases. Howebetter
matching to the data can be obtained by lowering the valug. of
For example, at = 6 models reproduced the observed luminosity
function for f, = 0.32, 0.20 and0.13 for k = 1/2, 1/5 and1/9
respectively. Similarly at = 3 we needf. = 0.17, 0.10 and0.07
for k = 1/2, 1/5 and1/9 respectively. However, in order to keep
thez,. high enough we need to preserfigf.s. by increasingfes.
whenever we decreage from 0.5. Therefore, in the framework of
models discussed here observations of luminosity funetiens< 6
can be reproduced by both the continuous as well as burst ofode
star formation. However, in both the cases we need to allow fo
redshift evolution of either ofniow, 7 OF f.. Decrease imni.w and
increase iy with decreasing redshift can naturally arise with the
expected redshift evolution of metallicity.

The nature of the IMF and duration of the star formation ac-
tivities in a given galaxy can be obtained by fitting the oledr
spectral energy distribution (SED) with synthetic spetiriyles
et al. (2007) have fitted the rest frame UV-optical SEB@fHalax-
ies atz ~ 6 with reliable photometric or spectroscopic redshifts.
They found a surprisingly large fraction of galaxies withigna-

N
BN

Figure 5. Effect of « on the predicted luminosity function. Curves are
shown fork = 1.0 (solid), 0.50 (dot-dashed)0.20 (dotted) and0.11
(dashed). All of them are for Salpeter IMF with lower massoffut M
and upper mass cutoff00 M and metallicity0.0004. Forx = 1.0 we
have assumed,. = 0.5. For the lower values of we have used the lower
values off. to match the observations.

tures of substantial Balmer breaks indicating the preseficmn
underlying old stellar population that dominates the atathasses.
The calculated age of these objects are in the range 180-640 M
and stellar masses in the range 3 x 10%° M, Itis interesting to
note that in our model A that fits the= 6 luminosity function rea-
sonably well, the observed range in the luminosity is preduoy
halos with stellar masses in rangje 10% — 2 x 10'° M. The dy-
namical time-scale at this epoch is 124 Myr and thus the eggdec
time-scales for the star formation activity in these modais con-
sistent with that noted by Eyles et al. (2007). When we carsih
IMF with miw = 1 M the Balmer break naturally occurs in the
spectrum. No break will be visible in the photometric datarie
usesmiow = 10 Mg. Thus our models which fit the luminosity
function will also be consistent with the SED of few of theaal
ies observed by Eyles et al. (2007). When we consider 1, we
require roughly50% of the baryon mass to go through star forma-
tion over few dynamical time-scale. This is again consisteth
the median gas fraction 6% and the corresponding stellar mass
inferred from the highz Lyman break galaxies (Erb et al. 2006).

Finally, in Fig. 6, we have considered the sensitivity of our
results to changes s andn, from the values favored by WMAP
3yr data. As expected an increaseyor n, leads to larger number
of objects at any given luminosity, at all redshifts. Thisioally
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Figure 6. Dependence of luminosity functions e andn. Solid curves
are forog = 0.75 andns = 0.95 i.e. the WMAP 3rd yr cosmological
parameters. The dotted lines ared@r= 0.85 andns = 0.95. The dashed
lines represent the WMAP first yr parameters &e. = 0.85 andns =
1.00. All of them are for Salpeter IMF with lower mass cutdffM, and
upper mass cutoff00 M and metallicity0.0004. We have taker = 1.0
andf. = 0.5.

reflects the fact that increasing or ns increases the number of
collapsed halos. So the same data requires a lower valfig &dr
higheros or ns.

We see therefore that combining a fairly simple model of star
formation with the modified Press-Schechter formalism dediog
to the Sasaki prescription) one can fit the whole range of régh
shift observed galaxy luminosity functions from= 3 to z = 6,

log,, ( ®/mag/Mpc? )

Figure 7. Luminosity function atz = 7. The observed data points are
taken from Mannucci et al. (2007). The upper limit at4M = 19.8 is
from Bouwens et al. (2004). The solid and dashed curves armdalels
A and F as in Table 2 respectively. The dotted line is for thelat® with

x = 0.5, f« =0.32 and rest of the parameters as in model A.

prior to reionization. At redshifts > 6, in the absence of spectro-
scopic redshift measurements we have observational edmtstin
the form of integrated source counts and average lumin&sity-
tions obtained over a large redshift range. Here, we makaigre
tions for both sets of observations, so as to probe the nafistar
formation at such high redshifts.

5.1 UV Luminosity function

First we consider the upper limits on the luminosity funotiat

z = 7 given by Mannucci et al. (2007). In Fig. 7 we show the
observed luminosity function as well as the theoreticatbdicted
luminosity functions at = 7. The continuous curve is for model A
and dotted curve in Fig. 7 is for model A with = 0.32 andx =
0.5. Both these models fit the = 6 luminosity function well (see
section 4). It is clear from the figure that the luminosity dtian
predicted by these models are consistent with the null deteof
galaxies by Mannucci et al. (2007). Note we have used 4.5 in
our calculations. From the figure we can infer that a slighulyer
value ofr is also allowed by the observations. If we just follow the
line of arguments we have presented in the last sectior, for6
we expect then,. to be higher than Mg. The dashed line is

for a reasonable range of parameters. The feedback due to phofor model F that hasniow = 10 Mg andn = 4.5. Clearly this

toionization is sufficient to explain the 6 luminosity func-
tion. Whereas we need additional feedback, possibly dualéxtic
scale super winds driven by supernovae, to explain the lom-Iu
nosity end forz = 3. We now proceed to our model predictions for
the higher redshift range.

5 CONSTRAINING STAR FORMATIONAT z > 6

In this section, we compare our model predictions with oleser
tions atz > 6. As one expects the epoch of reionization to fall in
this redshift range (see Tables 2 and 3), our model predistior

a givenz will be very sensitive to the reionization history. In addi-
tion one may need to consider the effects of molecular cduddos

model over produce the number of high luminosity objectse Th
difference will become wider if we use a lower valuepfThus, the
upper limits in the luminosity function at = 7 can be understood
as due to just the effect of redshift evolution of dark maltaios
from the standard structure formation, without a strondugian in
the nature of star formation. Labbe et al. (2006) using thiez&p
observations of candidate galaxiesat 7 in UDF found that these
galaxies have typical stellar massof- 10 x 10° M, by fitting
the SED. The typical age of these galaxies&re- 200 Myr with
average star formation rate 2§ M, yr~* assuming a constant star
formation model. The age of these galaxies are then consisgith

x 2 1/2 in our model. This confirms that the detected candidates
are undergoing prolonged star formation activities caaniswith
our model prediction.
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Figure 8. Luminosity function forz = 9 (top left panel) andt = 8 (top
right panel). The solid and dashed lines corresponds to hfoded model

F respectively. The thick lines assume= 4.5 while the thin lines are for
n = 1. Bottom panel shows the redshift evolution of luminositydtion
for model F withn = 1. Curves are drawn for = 10 (solid), 9 (dotted),

8 (short-dashed)7 (long-dashed) and (dash-dotted). The observed points
for 6 < z < 10 (range 2) and < z < 10 (range 1) are shown with
errorbar in solid and dashed lines respectively. The Lusitpdunction at

z = 7 from Mannucci et al. 2007 are given by dot-dashed lines.

The observational situation, however is not that simple as
Richard et al. (2006) have reported the detection of a latge-n
ber of z > 6 candidate galaxies in their search towards strong
lensing clusters. In Fig. 8 we compare our model predictigitis
that obtained by Richard et al. (2006). It is important toentbtat
spectroscopic redshifts are not available for the objeetsated by
Richard et al. (2006). Thus they have obtained only the geela
minosity function either in the redshift range< 2z < 10 (called
range 1) o6 < z < 10 (called range 2). Our model predictions are
computed at the redshifts in middle of these ranges. In thdetd
and right panels in Fig. 8, we have shown our model predistion
for z = 9 (for range 1) and = 8 (for range 2) respectively. The
thick solid and dashed line are respectively for model A drel t
top-heavy model F withy = 4.5. The corresponding thin lines are
for n = 1. Clearly the luminosity functions derived from Richard
et al.'s data can not be explained by simply changing,, as we
have done foe < 7. Even the model with no extinction correction
and a top heavy IMF (i.eniow = 10 M) under predicts the abun-
dance of the higher luminosity galaxies inferred by Richeir@l.
Our predictions for the luminosity function in range 2 is ligktly
better agreement with the data when we gise 1 than that for the
range 1.

To investigate this issue further, in the bottom panel of Big
we show the redshift evolution of luminosity function foetmodel
with no extinction correction?( = 1) and a top heavy IMF. The
lines are forz = 10 (solid), 9 (dotted),8 (short-dashed)7 (long-
dashed) and (dash-dotted). The observed luminosity functions for

8 <z <10

6 <z <10

[
)

|
o~
/ //

A

A

L ‘ T \r
|
Ly
//

L~

[

40 41 42

LN
o b b N

40 41 42

o

YT T

[Mpe-3 dlog ( Lygees )71 )1 )
&

dM,;
\deoo

1

log,, (@
[aV)
N BTN

-

40

log,, ( luminosity,gge [erg st A-1] )

Figure 9. The variation of the luminosity functions far = 9 (top left
panel) and: = 8 (top right panel) with<. All models assume the top heavy
IMF, n = 1 and other parameters as in model A. The curves are forl
(solid), k = 1/2 (dotted),x = 1/4 (short-dashed) and = 1/9 (long-
dashed). Bottom panel shows the redshift evolution of lwsity function
for k = 1/2. Curves are drawn foz = 10 (solid), 9 (dotted),8 (short-
dashed)y (long-dashed) and (dash-dotted). The observed points ok

z < 10 (range 2) and < z < 10 (range 1) are shown with errorbar in
solid and dashed lines respectively. The Luminosity funmctitz = 7 from
Mannucci et al. 2007 are given by dot-dashed lines.

the low luminosity end of the luminosity function fer> 8 is due

to the cooling cutoff afl,;, = 10* K. The flattening in the luminos-
ity function forz < 7 seen in the figure is due to radiative feedback,
as reionization in this model occurs at. = 8.4 (see Table 2 for
details). All our models clearly under produce the lumitypginc-
tion at8 < z < 10. Itis also clear from the figure that this model
also over produces the abundancezcf 7 galaxies compared to
that inferred by Mannucci et al. (2007) (See Fig. 8). Thusttthé
Richard et al.'s data one has to increase the luminositydividual
galaxies only at > 8.

Next we investigate whether going over to a burst mode of star
formation will yield a better match to Richard et al.'s ddta.or-
der to examine this possibility, we have shown in Fig. 9 oudeio
predictions for the luminosity functions at= 9 (right panel) and
z = 8 (left panel) for a range of. The models also assume a top
heavy IMF with a mass rangk) — 100 M., no extinction cor-
rection (i.e.n = 1) and all the other parameters as in model A.
The curves are for = 1 (solid), x = 1/2 (dotted),x = 1/4
(short-dashed) and = 1/9 (long-dashed). We see that a moder-
ate decrease in the value ofoy a factor of2 — 4 could make the
model consistent with the Richard et al. data, especialthéke
galaxies are at ~ 8 (also see bottom panel of Fig. 9 for the red-
shift evolution of the luminosity function for model with= 1/2).

A decrease ok to even smaller values, say to= 1/9 leads to a
decrease in the number of lower luminosity galaxieg, at 8, but
matches the Richard et al. data if the detected galaxies hed-a
shift range8 < z < 10. Even this agreement is only with the lower

range 1 and range 2 are shown with errorbar in dashed and solidend of the numbers allowed by the error bars given by Richard e

lines respectively. Also the upper limits on the observedihosity
function atz = 7 are shown with arrows. The sharp cutoff seen in

al.
In Fig. 10 we plot the mass range contributing to different lu
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Figure 10. Contribution to the luminosity function by different massge.
Curves are drawn for a top-heavy IMFLQ — 100 Mg ), x = 1/4 and

n = 1.0 for z = 9 (top) andz = 8 (bottom). Long dashed lines are
for contribution coming from halos with masgd < 10° Mg, solid lines
are for10° Mg < M < 109 Mg and short dashed lines are for mass
M > 1010 M. Dotted lines represent the total luminosity functions.

minosity ranges for = 1/4 for z = 8 andz = 9. The luminosity
of galaxies that are detected by Richard et al.(2006) areuoexd
by galaxies with dark matter massxf10° M, and for our mod-
els this corresponds to a stellar masgof0® Mg, This is roughly
consistent with the stellar mass estimation of Richard.¢2806).
The objects with luminosity greater thaa*? erg s 'A~" are pro-
duced by dark matter halos wittf > 10'® M. Our model pre-
dictions are consistent with the absence of such very bgglax-
ies. Richard et al. (2006) obtained a SFR of individual gaksuin
the rangel0 — 40 My yr—* using template fitting method. In our
case the SFR of the galaxy is a function of time typicallyifast
for 4k times the dynamical time-scale. However, we can write the
average SFRin a given halo as,

3/2
o= (2) () () (5) "

For x = 1/4 the typical average SFR in the halos in our model is
40 Mg yr~ . This is consistent with the range found by Richard et
al. (2006) (see their Tables C2 and C3).

In all the models discussed till now the effect of molecular
cooled halos has not been considered. We expect star fomtati
be going on in some of the molecular cooled halos at least fwio
the epoch of reionization and such a star formation is thbtmh
be a very important component of contemporary models ofireio
ization. Fig. 11 shows the expected range in luminosity fitbm
molecular cooled halos witfi. = 0.1 (thick lines). We have drawn
curves for top-heavy IMF (i.e.0—100 M), n = 1.0andx = 1/4
(solid) and1/2 (dashed). Clearly the expected luminosity is below
the detection limits achieved in the present day deep ingasjim-
veys. Thus even if the molecular cooled halos are preseritein t
early universe they will not contribute to the observed hosity
function (or for that matter to the inferred star formatiaer den-
sity). However, star formation in molecular cooled halosvines
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Figure 11. Luminosity function calculated foe = 9 and 10 when we
add the contribution from the molecular cooled halos. Weehassumed
a top heavy IMF froml0 to 100 My with n = 1.0. For atomic cooled
halos f. = 0.50 and for molecular cooled halog. = 0.10. We have
shown the luminosity functions far = 9 (top) andz = 8 (bottom) with

k = 1/4 (solid line) andl /2 (dashed line). The contribution coming from
the molecular cooled halos are shown with thick lines wheréhin lines
represent the contribution from atomic cooled halos.

additional Lyman continuum photons there by making reiatimn
to occur earlier (see Table 3). This implies a relativelyagee sup-
pression of low mass halos due to reionization feedback,imnd
turn will lead to more and more difficulty in explaining thecRard
et al. points. Note that while plotting Fig. 11 we have notsidn
ered the contribution of molecular cooled halos to the rigation

in a self-consistent way. We will discuss the effect of réation
feedback on the predicted luminosity function in section 6.

5.2 Integrated sourcecountat 8 < z < 12

In Fig. 12, we show our model predictions of integrated seurc
count at8 < z < 12 as a function of the limiting apparent mag-
nitude for an area of.6 arcmir? (as in Bouwens et al. 2005).
The redshift range covered is similar to the range 1 in Rithar
et al. (2006). The thick and thin solid lines show the predict for
model A withn = 4.5 andn = 1 respectively. The correspond-
ing dashed lines are fon,,, = 10 Mg. From Fig. 12, it is clear
that the integrated source counts predicted by the conimstar
formation models (withm,o, < 10 M) will always be below the
upper limit obtained by Bouwens et al. (2005) irrespectifref.o
andn. However, if the 3 candidate galaxies tentatively iderdifie
the Bouwens et al. (2005) data become confirmed as higgdax-
ies, then our continuous star formation models will faileproduce
their abundance.

We have also computed the source counts for the burst models
discussed in Fig. 9. They are shown in Fig 13. The models with
a top heavy IMF and withx > 1/2 predicts number counts less
than the upper limit given by Bouwens et al., while the modighw
k = 1/4 gives counts slightly larger. However the model witk=
1/9 over predicts the number counts and so is probably ruled out
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solid lines show the source count predictions for model Awjt= 4.5
andn = 1 respectively form;,, = 1Mg. The thick and thin dashed
lines shows the corresponding source counts for a top heagg fanction
with myw = 10M), and all other parameters as in model A. The hori-
zontal line corresponds to a detection of three galaxielsdrabove redshift
range. The vertical line shows the limit of 28.5, for the Bouwens et al.
detections.
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Figure 13. Total number of galaxy count as a function of apparent magni-
tude for the8 < z < 12 in an2.6 arcmir? survey area, for the models of
Fig. 9 (top panels). The line styles are are the same as irBFithe hori-
zontal line corresponds to a detection of three galaxiesdrabove redshift
range. The vertical line shows the limit of 28.5, for the Bouwens et al.
detections.

by the Bouwens et al. data. It appears that having a top héaky |
and a moderate decreasexofan make our models consistent with
both the Richard et al. and the Bouwens et al. data if one allow
for 20 errors. Note that one of the uncertain factors could be the
effect of amplification bias in the estimation of luminosityction
by Richard et al. (2006).

In summary, we have reproduced different sets of obsenatio

available in the literature for > 6. The upper limits on the lumi-
nosity function forz = 7 obtained by Mannucci et al. (2007) and
the upper limits on the integrated source countsfer z < 12as a
function of limiting apparent magnitudes by Bouwens et2005)

are consistent with the continuous star formation modeds fits

z < 6 luminosity function. The decline in the number density of
sources at high redshifts can just be explained from therseui

the halo number density expected from structure formatiod-m
els alone without any dramatic change in the nature of stande
tion activities atz > 6. In the language of observers these data at
z > 6 are consistent with the pure number density evolution ex-
pected from theA\CDM model without any luminosity evolution.
However, these models fail to reproduce the luminosity fiemc
inferred by Richard et al. (2006) based on galaxies detestmthd
strong lensing clusters. Such models will also fail if theethcan-
didate galaxies identified by Bouwens et al. (2005) are cwowefit

as highz galaxies. For the cosmological parameters constrained
by WMAP 3rd year data both these observations can only be ex-
plained if star formation occurs in a burst mode (ke< 1/2)
with high efficiency, top-heavy IMF and no reddening coriets

for UV light. Thus if Richard et al. (2006) observations acerect
then one needs a sudden change in the nature of the star ifmmmat
atz > 8. In other words we need a strong luminosity evolution on
top of the number density evolution at> 8.

Thus it is important to get a clearer picture from the observa
tional side before one can draw any firm conclusions on thereat
of the star formation at > 6. Nevertheless, the exercise presented
here clearly suggests that strong constraints on the nafustar
formation can be obtained once there is improvement in the ob
servations. In particular accurately measured lumindsitigtions
over small redshift intervals at > 6 will provide important con-
straints on the nature of reionization. We expand on thistpoi
the following section.

6 PROBING THE REIONIZATION HISTORY WITH
z > 6 LUMINOSITY FUNCTION

We now investigate further the possibility of using the tefievo-
lution of the observed luminosity function to probe the rézation
history of the universe. In particular we are interestechméffect
of molecular cooled halos and star burst activity duringkdages.
In our model calculations the luminosity function at the loumni-
nosity end is mainly produced by low mass halos that are taffiec
by radiative feedback. As discussed before, the radia¢iedback
results in a break in the luminosity function that corresgmoto ha-
los with circular velocity 0f90 km s™* for z < z,.. However, the
exact luminosity at which this break will appear in the lupnsity
function depends on the amourft.} and duration £ ¢4, ) of star
formation and the IMF (for example the valuesaf,.,). We illus-
trate to begin with, the effects of reionization feedback meneral
manner, and then more specifically in relation to Richard. elzda.

In the left side panels of Fig. 14, we show the luminosity func
tions at different redshifts predicted by a set of self-éstiesit mod-
els with molecular cooled halos incorporating reionizatfeed-
back. The solid, dotted and short-dashed curves are for odels
M1, M2, and M; respectively, (see Fig. 2 and Table 3). Note that
the model M and M, differ only in f.. for molecular cooled ha-
los and both have atomic cooled halos as in model A. Model M
is same as M but with m,., = 50 Mg in the molecular cooled
halos. The redshifts of reionization in these modelslax8 , 5.9
and 11.6 respectively (see Table. 3). It is clear from Fig. 14 that
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Figure 14. Luminosity functions forz = 7, 8, 9 and10 are plotted from
bottom to top. In the left side panels the solid, dotted anattstiashed
curves are for our models M My and Mg respectively (see Fig. 2 and
Table 3 for reference). All these models assune- 4.5. The solid and
long-dashed curves in the right side panels are for modekiEyv= 1 and
model My with n = 4.5 respectively.

the luminosity function from these three models are idetat
L(1500) > 10%* erg s 'A~". In the low luminosity end models
M, and Ms produces similar luminosity function but differ signif-
icantly from that of model M. This difference is due to the early
suppression of low mass halos in models &hd M; due to early
reionization. It is clear from this illustration that evemotigh the
molecular cooled halos are not directly detectable, thatribu-
tion to reionization can be probed using an accurately nredsu
redshift evolution of luminosity function at > 6.

In the right side panels of Fig. 14 we plot the results for
model My and E in solid and long-dashed lines respectively. In
model M; we usex 1/4 and normal IMF in all the halos.
Whereas in model E we use = 1/9 and top-heavy IMF. In
these models star formation occurs over a short time scaia; ¢
pared to the models where = 1. As expected, both the models
therefore clearly produce a larger number of luminous detaat
L(1500) > 10*** ergs 'A~'. These two models have similar op-
tical depth to reionizatior,. = 0.114 for model E, and = 0.121
for model M,. However one can see from Fig. 14, that the slope of
their luminosity functions, at the low luminosity end, awery dif-
ferent. The reason for this lies in the two models havingedéft
zre. FOr model M, the redshift of reionizatios,.. = 6.2. As this
is lower than the: range over which we study the luminosity func-
tion we do not see a significant flattening in the luminositycfu
tion at low luminosities. On the other hand, in the case of eh&d
the reionization occurs at.. = 8.4. The resulting sudden change
in the luminosity function at < 8 compared to that at high-is
clearly visible in Fig. 14. The break in the luminosity ocgaround
L(1500) = 10*! erg s 'A~'. This example clearly demonstrates
that one can have detectable changes in the luminosityifumct
close tozye.

Figure 15. The effects of early reionization. Top panel shows threecfalu
reionization scenarios. The dashed line isfpr = 16.8 andr. = 0.236,
dotted line is forz,. = 10.9 and7. = 0.142. The solid line assume an
abrupt reionization at,. = 10.9 which produces an optical depthaf =
0.111. Rest four panels show the luminosity functions obtaineith wiese
reionization models at different redshifts for our top heavodel (10 —
100 M) with f. = 0.50 andn = 1.0. Middle panels show the the
luminosity function forz = 9.0 with x = 1/2 (middle left panel) and
x = 1/4 (middle right panel). The bottom panels are for= 8.0 with

K = 1/2 (bottom left panel) and = 1/4 (bottom right panel). We follow
the same line style as top panel for different reionizatiadats.

In summary, if the ionization feedback is the main contribu-
tor to the suppression of star formation activities in the lnass
halos then the redshift of reionization can be constrainesah the
epoch at which the low luminosity flattening occurs in theagal
tic luminosity function. In the presence of star burstinghéites
or low dust extinction we expect the break luminosity to beuve
ring atL(1500) ~ 10*! erg s 'A~" that is easily detectable with
the present day telescopes. Hence, we can use the low end of th
luminosity function at high= as an indicator to the reionization his-
tory whereas the high end of the luminosity function can priie
mode of star formation.

Now consider more specifically the constraints implied kg th
Richard et al. data. As explained in the previous sectiorepoa-
duce the observations of Richard et al. (2006) we need aimoce
of star formation with no reddening correction for UV lighi
all our self-consistent atomic cooled models reionizatioours at
zre < 10 (see Table 2). The effect of this is reflected in Figs. 8
and 9 where the predicted nhumber density of galaxies with-lum
nosity of order10?® erg s'A~! is higher atz > 8 than that
at z < 8 (whereas naively one would have expected it to be the
other way round). Higher value g¢f.. or the inclusion of molec-
ular cooled halos would produce reionization at higher métis
(see Table 3). We explore the effect of such early reioropato
the predicted luminosity function for > 6 in Fig. 15. In the top
panel of Fig. 15, we present three fiducial reionization ades.
The dashed line represents a very early reionization.of= 16.8
and the corresponding optical depth7s = 0.236. This sce-
nario is considered, for illustrative purposes, in the vigist year
WMAP data (Spergel et al., 2003), (where.a= 0.177005 was
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a compendium of all the available observations obtaineddpkihs & Bea-
com (2006) and scaled down by a factoRds to make it consistent with the
IMF used in our models. The solid and dotted lines are thé 8f& den-
sity calculated from Eq. (4) for model A andJdvtespectively. The dashed
line is the SFR density obtained by integrating the lumityoiinction up
t0 0.3L%_4 for model A.

favored). The dotted line represents a reionization modéttvhas
zre = 10.9 andr. = 0.142. In these two models the hydrogen ion-
ization fraction changes in a continuous fashion. We hawside
ered a third model (solid line) where reionization occunsiptly at
zre = 10.9. This leads to an optical depth = 0.111. This model
mimics the reionization model taken by the WMAP team to get th
reionization redshift from the electron optical depth gdinird year
data (Spergel et al., 2006). The rest of the panels of Fighb®s
the luminosity function obtained for above mentioned thmeden-
ization models. For the model with. = 16.8 (dashed curves) we
see a clear turnover in the luminosity function/atl 500) ~ 10**
erg s'A ' dueto photoionization suppression. Clearly it will be-
come more difficult to explain the luminosity function of Rard et
al. (2006) especially fof.(1500) < 10*! erg s'A~!. Itis more
interesting to note the presence of low luminosity galakiethe
other two cases. In these cases the detected low lumincaiyx-g
ies are the ones that formed prior to reionization. Numbesuch
galaxies are larger when one considers a higher value(of pro-
longed star formation activities). The difference betwtendotted
and the dashed luminosity function arises mainly from tlusinét
dependence of i 11 prior to the reionization. Thus accurately mea-
suring the luminosity function of galaxies at these epociispive

an independent constraint on the epoch and nature of reiioiz

7 REDSHIFT EVOLUTION OF THE SFR DENSITY

Most of the semi-analytic models in the literature use theeoked
star formation rate density to fix model parameters. In thiion
we discuss the evolution of SFR density in detail in the fravoek
of models discussed here. The SFR density and its redstaft ev
lution in our model is given by Eq. (4). However, observatiiy

one determines only the luminosity function above some harst

ity threshold. The SFR density is then estimated by intaggahe
luminosity function and using continuous star formatiomhna set

of IMFs. In Fig. 16 we show the observed SFR density obtairyed b
Hopkins & Beacom (2006) from the compendium of all the avail-
able observations and our predictions for a few models. We ha
also added the results of Richard et al. (2006) and Bouweak et
(2005) atz > 6 with a reddening correction of = 4.5.

First we consider our fiducial model A. Recall that this model
adopts a Salpeter IMF with— 100 M. This leads to a UV lumi-
nosity a factor2.5 larger than a Salpeter IMF with1 — 100 M),
canonically used to calculate the SFR density from the elser
luminosity function. We have therefore scaled down the pizsk
data points given by Hopkins & Beacom (2006) appropriafEhe
continuous curve in this figure is SFR density given by Eqfg4)
our model A. This curve fits the observed SFR densityzfot 6
and has a second peakzat- 7.5 before declining with increasing
redshift. Such a high redshift peak is predicted by semiygioal
models with photoionization feedback (see for example kBiaa
& Loeb, 2001 and Choudhury & Srianand 2002). It has also been
pointed out that the peak becomes more pronounced and nmwves t
wards highz if one includes molecular cooled low mass halos in
the calculations. This can be seen from the dotted curvesifighre
which shows the result for model MThus if one considers only
the global SFR density, it appears that the existence ofabers
peak at highz could explain the Richard et al’s point in this figure.
However, as we have already mentioned the observed SFRydensi
is obtained by integrating the luminosity function up0t8_L;_s.

In Fig. 16 we have also shown the SFR density calculated Wigh t
prescription (dashed line) for model A. The correspondiabav-
ior for model M; is similar to this dashed curve. It is clear that with
this prescription the SFR density is always less than thapcted
from Eq. (4). The difference become more and more as one moves
towards the higher redshifts as the number of low mass hatos i
creases with the increasing redshift. Clearly the secomd feat

is visible in the solid curve disappears when we use the loai-lu
nosity cutoff while computing the SFR density. Consisteithwur
discussions on the luminosity function, our models that fit 6
luminosity functions will not be able to explain SFR density-
tained from the Richard et al's observations.

Therefore, even though semi-analytical models predict the

SFR density in a simple analytic form, in order to comparehwit
the observations it is important to model the luminositydtimn
as we have done here. Since observations are not very gerisiti
the star formation activities in the low mass halos the mesmsant
of SFR density directly from the observations will grossiyder
predict the actual star formation rate density especidllyigh-z.
In this regard redshift distribution GRBs will provide a yarseful
probe of the star formation rate densityzat> 6, if they trace the
underlying star formation rates (Barkana & Loeb, 2001; Gimuy
& Srianand 2002).

8 DISCUSSIONSAND CONCLUSIONS

We have presented here a semi-analytic formalism for comgput
(i) star formation, (ii) reionization (iii) UV luminosity dnctions
and (iv) source counts using a modified PS formalism, taking i
account the cooling constraints, radiative feedback apdression
of star formation in high mass halos.

We find that even if star formation is hosted only in large
atomic cooled halos the universe is sufficiently reionizebe con-
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sistent with ther. = 0.09+0.03 inferred by WMAP 3rd year data,
for a range of star formation scenarios. Also the inferrédniea-
tion redshifts are consistent with observations of the ésghed-
shift QSOs (Fan et al. 2006) and Lymaremitters (lye et al. 2006).
The inclusion of star formation in molecular cooled halag@ases
the value ofr.. However, the recent WMAP observations are better
consistent with a low efficiency of the molecular cooled kaito
reionizing the universe.

The major focus of our work here is on a self-consistent mod-
elling of the observed UV luminosity function of galaxiets, évo-
lution at high redshifts and then using this to probe the neaéind
evolution of star formation at high- Our semi-analytic models
with the best fit cosmological parameters derived from WMA 3
year data fit the observed galaxy luminosity functions in remb-
shift range3 < z < 6, for a reasonable range of model parame-
ters. The feedback due to photoionization is sufficient fular the
z = 6 luminosity function. However we need additional feedback,
possibly due to supernova that suppresses star formatiimitias
in halos with10'° < (M/My) < 10, to explain the low lu-
minosity end at = 3. Also the observed evolution of luminosity
functions fromz = 6 to z = 3 can easily be explained with a
modest change im,., of the Salpeter IMF, or the amount of dust
reddening as expected from galaxy evolution. We requirghiyu
50% of the baryonic mass to go through star formation overdigw
namical time-scales. This is consistent with the mediarfrgation
of 50% and the corresponding stellar mass inferred fromitje-h
Lyman break galaxies (Erb et al. 2006). The lensing measemesn
of Mandelbaum et al (2006) constrain the mean conversion effi
ciency of baryons to stars to be ab@0t%, with considerable error
in some of their determinations (see their Table 3 and Figire
Note that upto about5% of the mass going into stars, is returned
back to the ISM by supernovae, for the IMF as in our Model A.
Thereforef. = 0.5 which we have adopted is not greatly in excess
of even the above mean value. It is possible to have a smedler f
tion of the baryons in a halo going into stars, by loweriygr by
adopting a highees or n, than the fiducial values favored by the
WMAP 3rd year data. The first possibility is however disfaar
by the observations of Eyles et al (2007), which constramnabe
of stellar populations in high-galaxies.

The models that fit the luminosity function far < 6 are
consistent with the upper limits on the luminosity funcgofor
z = 7 obtained by Mannucci et al. (2007) and the integrated source
counts obtained by Bouwens et al. (2005) oK z < 12. The
observed decline in the luminosity function with incregsinis
naturally produced by the decline in the halo number dermsity-
ing from structure formation models without any additiona-
matic changes in the mode of star formation. However, if thee
candidate galaxies tentatively identified by Bouwens ef24105)
become confirmed as highgalaxies then we required additional
changes in the mode of star formation. Moreover, the avdtege
nosity function obtained by Richard et al. (2006) fo z < 10
can only be understood if star formation occurs in a burstenod
with high efficiency, top-heavy IMF and very little or no resfing
correction for the UV light. These models produce more numbe
of galaxies than the three obtained by Bouwens et al (200%. T
difference between the two sets of available observatibnsa 6
is perhaps much larger than the expected cosmic varianes &h
convergence from the observational front is needed befeream
draw any interesting conclusions on the nature of the sterdtion
activities atz > 6. An important constraint arises from the fact
that the rest UV-optical spectral energy distribution afisiderable
fraction of z ~ 6 galaxies show a Balmer break. This suggests pro-
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longed star formation activities with considerable masgriouted
by low and intermediate mass stars, at least in these higthifed
galaxies (Eyles et al. 2007).

The abundance of low luminosity galaxies is quite sensitive
to the photoionization feedback, and hence to the reiapizdtis-
tory. Using a range of self-consistent reionization modedsshow
that such a feedback can lead to a flattening or break in thezhig
galaxy luminosity function at low luminositied.(1500) < 10*!
erg s’l,&*l). Accurately measured luminosity functions in the red-
shift range6 < z < 10 can therefore be used to place interesting
constraints on the epoch of reionization and the natureaoffst-
mation activities in the dark ages.

We compare our model predictions of star formation rate den-
sity with the observations. The observed SFR density isitodda
by integrating the luminosity function up to some low lunsitg
limit (0.3L%_3). This approach clearly under predicts the actual
global star formation rate density especially at higheshéfts. As
molecular cooled halos are expected to be fainter than tiealy
detection limits achieved in the deep field images, the stand-
tion history constructed directly from the observationdl wiiss
any peak in the SFR density mainly due to such halos. In ths ca
other tracers of star formation activities like GRBs will reich
more useful in detecting the enhanced star formation &ietsvin
such low mass halos.

We have used here the modified Press-Schecter formalism of
Sasaki (1994), to calculate the formation rate and surpratbabil-
ity of dark matter halos. Note that simply taking the timeiigive
of the PS or some other mass function, does not give the famat
rate of halo, but only the formation minus the destructice.ri
would be interesting to obtain the formation rate directiynfi N-
body simulations and repeat our calculations of highalaxy lumi-
nosity functions. Metallicity of the gas is one of the fastevhich
could decide the nature of the stellar IMF (cf. Schneidet 2086).
Very low metallicity could favor a top-heavy IMF, while aseth
metallicity increases one may transit to a more standarpegal
IMF. However, the time-scale over which the the metal emith
gas mixes with primordial gas is still a subject of debatmeliez
and Haiman (2006) in fact point to observational evidencedp-
heavy “primordial” star formation even at ~ 3. In our present
models we have not explicitly included such metallicitydback.
Although the redshift evolution ofi., required to fit the luminos-
ity function betweerr = 3 andz = 10 in our models, is perhaps an
indication of such a feedback. Our model calculations atsoat
consider the influence of outflows in suppressing star faonat
Such outflows are important in enriching the IGM at highAnd
they could also play a role in providing the additional feaclothat
we clearly need in the case of= 3 luminosity functions. We hope
to return to some of these issues in more detail in future work
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