SUMMABILITY OF HERMITE EXPANSIONS. I

S. THANGAVELU

Abstract. We study the summability of one-dimensional Hermite expansions. We prove that the critical index for the Riesz summability is $1/6$. We also prove analogues of the Fejér-Lebesgue theorem and Riemann's localisation principle.

1. Introduction

In 1965 Askey and Wainger [3] studied the mean convergence of Laguerre and Hermite expansions in $L^p(R)$. In their work it was proved that the series converges to the function if and only if $4/3 < p < 4$. Later in [17] Muckenhoupt enlarged the range of convergence by admitting more general weight functions. Since the series fails to converge for $p$ lying outside the interval $(4/3, 4)$ it is necessary to consider suitable summability methods. In 1965 itself Freud and Knapowski [9] had solved the $(C, \alpha)$ summability problem for $p = \infty$ and $\alpha = 1$. Here $(C, \alpha)$ stands for the Cesàro means of order $\alpha$. The $(C, 1)$ summability for $1 \leq p \leq \infty$ was established by E. L. Poiani in 1972 [21] and independently by Freud [7], also [8]. Both Freud and Poiani considered more general weight functions. For $0 < \alpha < 1$, the problem remained unsolved for some time.

In the 1980s the $(C, \alpha)$ summability for $0 < \alpha < 1$ was taken up by C. Markett in a series of papers [14–16]. He obtained norm estimates from above and below for the $(C, \alpha)$ means of Hermite and Laguerre expansions and proved that they converge in the mean for $1 \leq p \leq \infty$ provided $\alpha$ is bigger than $1/2$. In the case of Laguerre series the problem was completely solved but it was not so in the Hermite case. The upper and lower bounds he obtained for the Hermite case match when $\alpha = 0$ but for $0 < \alpha < 1/2$ there is a gap between them. Let $\alpha_{cr}$ denote the critical index, i.e. the largest $\alpha > 0$ with the property that the expansion is not $(C, \alpha)$ summable for at least one $f$ in $L^1(R)$. Markett proved that $\alpha_{cr} = 1/2$ for the Laguerre expansions. But in the case of Hermite expansions he could only say that $1/6 \leq \alpha_{cr} \leq 1/2$. It was noted that there is an essential difference between the two expansions.

Let $p_0$ be the largest $p$ in $[1, 2]$ such that a given orthogonal expansion diverges for at least one $f$ in $L^{p_0}$ and let $\gamma$ be determined by $\|S_n\|_1 \approx n^\gamma$ as
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$n$ tends to $\infty$ where $S_n$ are the partial sums operators. Thus for the Hermite series we have $p_0 = 4/3$, $\gamma = 1/6$ and $1/6 \leq \alpha_{cr} \leq 1/2$ and for the Laguerre series $p_0 = 4/3$, $\gamma = 1/2$ and $\alpha_{cr} = 1/2$. In [13] Lorch conjectured that one should have $\gamma = \alpha_{cr}$ in both cases. This is certainly true for the Laguerre case and will be true for the Hermite case also if we have $\alpha_{cr} = 1/6$. At this point let us mention another principle noted by Askey in [1]. In several known cases it was noted that the line in the $(1/p, \alpha)$ plane connecting the points $(1, \alpha_{cr})$ and $(1/p_0, 0)$ always meets the point $(1/2, -1/2)$. This principle of Askey applies to the Laguerre case but would apply to the Hermite case only if $\alpha_{cr} = 1/2$. Thus it appears that either Lorch's conjecture or Askey's principle fails in the Hermite case.

In this paper we consider the Riesz summability of the Hermite series for $0 < \alpha < 1/2$. The critical index turns out to be $1/6$ in accordance with the conjecture of Lorch. Thus Askey's principle fails in the Hermite case. We can summarize the main results of this paper as follows.

(i) **Convergence in the norm.** The Riesz means $S_R(\alpha)$ are uniformly bounded on $L^p$, $1 \leq p \leq \infty$, provided $\alpha > 1/6$. As $R$ tends to infinity $S_R(\alpha)f$ converges to $f$ in the norm for all $f$ in $L^p$.

(ii) **Boundedness of the maximal operator.** The maximal operator $M$ associated with $S_R(\alpha)$ is bounded on $L^p$, for $1 < p < \infty$, and is weak type $(1, 1)$ whenever $\alpha > 1/6$. Consequently, the Riesz means $S_R(\alpha)f$ converges to $f$ a.e.

(iii) **Analogue of the Fejér-Lebesgue theorem.** If both $x$ and $-x$ are Lebesgue points of the function $f$, then $S_R(\alpha)f(x)$ converges to $f(x)$ as $R$ tends to infinity provided $\alpha > 1/6$.

(iv) **Analogue of Riemann's localisation theorem.** If $f$ vanishes near the points $x$ and $-x$, then $S_R(\alpha)f(x)$ converges to 0 as $R$ tends to infinity under the condition that $\alpha > 1/6$.

(v) **Summability below the critical index.** Assume that $0 < \alpha < 1/6$ and $f$ belongs to $L^p$. Then $S_R(\alpha)f$ converges to $f$ in the norm if and only if $4/(6\alpha + 3) < p < 4/(1 - 6\alpha)$.

All these results are proved in §5 as easy consequences of the estimates we get for the kernel of the Riesz means in §4. In the next section we begin with the preliminaries and obtain a good integral representation for the kernel of the Riesz means. In §4 we will study certain oscillatory integrals obtaining good estimates of them.

This paper represents a part of my Princeton University thesis written under the guidance of Professor E. M. Stein. I take this opportunity to express my gratitude towards my advisor for the constant encouragement and many useful suggestions I got from him during the course of this work. Some of my original proofs were simplified with great help from my advisor.
2. Preliminaries

The following notations will be used. The Hermite polynomials \( H_n(x) \) are defined by the equation \( H_n(x) = (-1)^n \exp(x^2)(d/dx)^n\{\exp(-x^2)\} \). The normalised Hermite functions \( \varphi_n(x) \) are then defined by

\[
\varphi_n(x) = (2^n \sqrt{n!})^{-1/2} \exp(-x^2/2) H_n(x).
\]

The functions \( \{\varphi_n(x)\} \) form a complete orthonormal system in \( L^2(-\infty, \infty) \). Since \( \varphi_n(x) \) belongs to all \( L^p \) spaces, we can talk about the generalised Fourier coefficients of any \( f \) in \( L^p \) for any \( p \). The coefficients \( f^{\wedge}(n) \) are defined by \( f^{\wedge}(n) = \int f(x) \varphi_n(x) \, dx \). Thus to each function \( f \) we have an associated expansion \( f(x) = \sum_{n \geq 0} f^{\wedge}(n) \varphi_n(x) \). It is clear that the series converges to \( f \) in the \( L^2 \) norm if \( f \) is in \( L^2 \). However, in general, for \( p \) different from 2 the series fails to converge in the \( L^p \) norm unless a suitable summation method is applied. Indeed, as proved by Askey and Wainger in [3] the series converges only if \( 4/3 < p < 4 \). Thus we are led to consider the Riesz and Cesàro means of the Hermite expansion.

The Hermite functions are the eigenfunctions of the elliptic operator \((-\partial_x^2 + x^2)\). So in accordance with the general theory of the eigenfunction expansions associated with elliptic operators, we define the Riesz means for the Hermite series as follows. Let \( \alpha \) and \( R \) be two positive numbers. The Riesz means of order \( \alpha \), denoted by \( S_R(\alpha)f \) is defined by

\[
S_R(\alpha)f(x) = \sum_{N \leq R} (1 - N/R)^\alpha f^{\wedge}(n) \varphi_n(x)
\]

where \( N = (2n+1) \). The following formula connecting Riesz means of different order is useful. If \( \alpha \) and \( \beta \) are positive, then we have the formula

\[
S_R(\alpha + \beta) = \frac{\Gamma(\alpha + \beta + 1)}{\Gamma(\alpha + 1)\Gamma(\beta)} \int_0^1 (1 - t)^{\beta - 1} S_R(\alpha) \, dt.
\]

From this equation it follows that the convergence of \( S_R(\alpha)f \) implies the convergence of \( S_R(\beta)f \) for any \( \beta > \alpha \). To introduce the Cesàro means let us define \( A_k(\alpha) \) by the formula \( A_k(\alpha) = \Gamma(k + \alpha + 1)/\{\Gamma(k + 1)\Gamma(\alpha + 1)\} \) for \( \alpha \) greater than \(-1\). The \( n \)th Cesàro means of order \( \alpha \) is defined by

\[
C_n(\alpha)f(x) = (A_n(\alpha))^{-1} \sum_{k \leq n} A_{n-k}(\alpha) f^{\wedge}(k) \varphi_k(x).
\]

There is a formula connecting two Cesàro means of different orders. When \( \alpha > -1 \) and \( \beta > -1 \)

\[
C_n(\alpha + \beta)f(x) = (A_n(\alpha + \beta))^{-1} \sum_{k \leq n} A_{n-k}(\beta) A_k(\alpha) C_k(\alpha)f(x).
\]

Another interesting result is the following theorem of Gergen [10] which expresses the Cesàro means in terms of the Riesz means and vice versa.
Theorem (Gergen). Let \( k \) be the integral part of \( \alpha \). There exists two functions \( U(x) \) and \( V(x) \), \( U(x) = O(x^{-2}) \), as \( x \to \infty \), \( U(x) = O(x^{k-\alpha+1}) \), as \( x \to 0 \); \( V(x) = O(x^{-2}) \), as \( x \to \infty \), \( V(x) = O(x^{\alpha}) \), as \( x \to 0 \) such that we have:

\[
S_R(\alpha) = n^{-\alpha} \sum_{k \leq n} V(n-k)A_k(\alpha)C_k(\alpha) \\
C_n(\alpha) = (A_n(\alpha))^{-1} \int_0^\infty U(n+1-t)S_t(\alpha) \, dt.
\]

From this theorem it is clear that the convergence of one means implies the convergence of the other. For technical reasons we consider the Riesz means rather than the Cesàro means. Before proceeding to consider the Riesz means let us pause for a moment to see why \( 1/6 \) is a possible candidate for the critical index.

Suppose the Cesàro means \( C_n(\alpha)f \) of an \( L^p \) function converges to \( f \) in the norm. Then \( C_n(\alpha) \) considered as operators acting on \( L^p \) would be uniformly bounded. Since the partial sums \( S_n \) are Cesàro means of order 0, we can express them in terms of \( C_n(\alpha) \) as follows [2]:

\[
S_n f(x) = \sum_{k \leq n} A_k(\alpha)A_{n-k}(-\alpha-1)C_k(\alpha)f(x).
\]

From this relation it follows that

\[
|f^\wedge(n)| \|\varphi_n\|_p \leq C \sum_{k \leq n} |A_k(\alpha)A_{n-k}(-\alpha-1)||f||_p.
\]

If we use the fact that \( A_k(\alpha) = O(k^\alpha) \), we obtain immediately \( |f^\wedge(n)| \|\varphi_n\|_p \leq C N^\alpha \|f\|_p \). Let \( q \) be the exponent conjugate to \( p \). By choosing an \( f \) such that \( \int f(x)\varphi_n(x) \, dx \geq \frac{1}{2} \|f\|_p \|\varphi_n\|_q \) we get \( \|\varphi_n\|_p \|\varphi_n\|_q \leq C N^\alpha \). Now it is easy to get a lower bound for \( \|\varphi_n\|_p \|\varphi_n\|_q \).

Lemma 2.1. There is a constant \( C \) such that for large \( n \) the following estimates hold:

\[
\|\varphi_n\|_p \geq C N^{-1/12} N^{-1/6p} \quad ; \quad \|\varphi_n\|_q \geq C N^{-1/4} N^{1/2q}.
\]

Proof. To prove the first inequality we use the following asymptotic property of \( \varphi_n(\alpha) \) which is proved in [26]. Let \( x = (N^{1/2} - 2^{-1/3} 3^{-1/3} n^{-1/6} t) \) where \( t \) is bounded and let \( \text{Ai}(t) \) denote the Airy function. We have \( \varphi_n(x) = 3^{1/3} 2^{1/4} \pi^{-1} n^{-1/12} (\text{Ai}(t) + O(n^{-2/3})) \). We can find an \( \varepsilon > 0 \) such that \( |\text{Ai}(t)| \geq c \) for \( |t| \leq \varepsilon \) for some constant \( c \). Therefore, for \( |t| \leq \varepsilon \) \( |\varphi_n(x)| \geq c_1 n^{-1/12} - c_2 n^{-2/3} \). From the above by choosing \( n \) large we obtain for \( N^{1/2} - \delta N^{-1/6} \leq x \leq N^{1/2} + \delta N^{-1/6} \), \( |\varphi_n(x)| \geq C N^{-1/12} \). Integrating over the interval \( N^{1/2} - \delta N^{-1/6} \leq x \leq N^{1/2} + \delta N^{-1/6} \) we get \( \|\varphi_n\|_p \geq C N^{-1/12} N^{-1/6p} \). This proves the first estimate. To prove the other estimate we use the following result of Muckenhoupt.

Let \( w(x) \) be a measurable function and \( 1 \leq p \leq \infty \). Let \( E_y \) be the interval \([\frac{3}{4} y^{1/2}, y^{1/2} - 1]\) and \( I_y \) be the set of all integers \( n \) such that \( y \leq 2n + 1 \leq \frac{3}{4} y^{1/2} \).
Then there exists $y_0$ and $C > 0$ depending only on $p$ such that for $y > y_0$

$$
\left( \int_{E_r} |\varphi_n(x)w(x)|^p \, dx \right)^{1/p} \geq C \left( \int_{E_r} w(x)/(y-x^2)^{4/p} \, dx \right)^{1/p}
$$

for at least $3/5$ of the integers $n$ in $I_y$.

Taking $w = 1$ in the above result we immediately obtain the following estimate:

$$
\left( \int_{E_r} |\varphi_n(x)|^p \, dx \right)^{1/p} \geq C \left( \int_{E_r} (y-x^2)^{-p/4} \, dx \right)^{1/p} \geq Cy^{-1/4}y^{1/2p}.
$$

Since $y$ is comparable with $N$ we obtain $\|\varphi_n\|_q \geq cN^{-1/4}N^{1/2q}$. Hence the lemma.

**Theorem 2.1.** If the operators $C_n(\alpha)$ are uniformly bounded on $L^p$ for a $p \leq 4$ then we necessarily have $p \geq 4/(6\alpha + 3)$. In particular $C_n(\alpha)f$ cannot converge in the norm for all $f$ in $L^1$ unless $\alpha$ is greater than $1/6$.

**Proof.** As observed above the uniform boundedness of $C_n(\alpha)$ implies that

$$
\|\varphi_n\|_p \|\varphi_n\|_q \leq 2CN^{\alpha}.
$$

In view of Lemma 2.1 we have

$$
\|\varphi_n\|_p \|\varphi_n\|_q \geq C'N^{-1/2+2/3p}
$$

and therefore, we need to have $N^{-1/2+2/3p} \leq CN^{\alpha}$ which will be true for large $N$ only if $\alpha \geq -1/2 + 2/3p$ or $p > 4/(6\alpha + 3)$. For $p = 1$ this implies $\alpha > 1/6$.

### 3. Riesz kernel for the Hermite series

The aim of this section is to get a good expression for the kernel of the Riesz means of the Hermite series. Before describing how we go about this, let us briefly indicate the methods employed by the previous authors. The Christoffel-Darboux formula came in handy to study the kernel of the partial sums operators. This formula, together with an ingenious device of Pollard [22] gives a good expression for the kernel of $S_R(0)$. Then, using the asymptotic estimates for the Hermite and Laguerre polynomials obtained by Erdelyi and Skovgaard [5], Askey and Wainger obtained good estimates for the kernel of $S_R(0)$. The other tools they used were Hardy's inequality and the theory of Hilbert transform.

An idea of Campbell was used by Poiani in the study of the Cesàro means of order 1 of the Hermite and Laguerre series. An exact expression for the Cesàro kernel of the Laguerre series was obtained by Campbell in [4] and was given in terms of a differential operator. This technique was already used by Ernst in 1969 to study the $L^p$ convergence of $(C, 1)$ means of Laguerre series. Poiani used this technique together with the asymptotic estimates to get good
estimates for the Cesàro kernel. To study the Cesàro kernels of fractional order Markett used the product formulas of the Laguerre polynomials as the starting point. He defined certain operators called the Laguerre translation operators and expressed the kernels in terms of these operators. He obtained good estimates when $\alpha > 1/2$ but his method failed to yield good estimates when $0 < \alpha < 1/2$.

Our investigations of the Hermite series are based on Mehler's formula. For technical reasons we consider the Riesz means instead of the usually considered Cesàro means. In view of the theorem of Gergen both means converge or diverge together. We obtain an expression for the kernel of the Riesz means in terms of certain oscillatory integrals. This point of view had already been taken by E. Kogbetliantz [12] who treated the pointwise convergence of the Laguerre and Hermite series at length around 1935. He used the method of steepest descent to study the kernel. But unfortunately, as pointed out by Poiani in [21], his investigations were based on an erroneous estimate. We use the method of stationary phase to estimate the oscillatory integrals and we do not need any asymptotic estimates of the Hermite polynomials.

Let us start with the Mehler kernel. For $|r| < 1$, the Mehler kernel $M_r(x, y)$ is defined by

$$M_r(x, y) = \sum_{n \geq 0} r^n \phi_n(x) \phi_n(y).$$

As proved in [26] this series can be summed to give the following formula:

$$M_r(x, y) = \pi^{-1/2} (1 - r^2)^{-1/2} \exp(B_r(x, y))$$

where $B_r(x, y) = -\frac{1}{2}(x^2 + y^2)((1 + r^2)/(1 - r^2)) + 2 r x y/(1 - r^2)$. Let us define a related kernel $G_r(t, x, y)$ in the following way. For $0 < r < 1$, this kernel is defined by the series

$$G_r(t, x, y) = \sum_{n \geq 0} e^{-(2n+1)t} r^n \phi_n(x) \phi_n(y).$$

In terms of the Mehler kernel, $G_r(t, x, y) = e^{-it} M_r(x, y)$ where $\rho = re^{-2it}$. Let $G(t, x, y)$ be the limit of $G_r(t, x, y)$ as $r$ tends to 1 which exists whenever $\sin 2t$ is different from zero. A simple calculation shows that $G(t, x, y) = c_0(\sin 2t)^{-1/2} e^{i\varphi(t)}$ where $c_0$ is a constant and $\varphi$ is given by

$$\varphi(t) = -xy \csc 2t + \frac{1}{2}(x^2 + y^2) \cot 2t.$$

We will now prove the following lemma which gives an integral representation of the Riesz kernel in terms of $G(t, x, y)$.

**Lemma 3.1.** The kernel $S_R(x, y) = S_R(\alpha; x, y)$ of the Riesz means $S_R(\alpha)$ is given by the integral

$$S_R(x, y) = cR \operatorname{Re} \left\{ \int_0^\infty g(Rt)G(t, x, y) \, dt \right\}$$
where $g$ is the inverse Fourier transform of the function $h$ defined to be $(1 - |t|)^\alpha$ when $|t| < 1$ and 0 otherwise and $c$ is a constant.

Proof. We start with the following observation. With $N = 2n + 1$ and $h$ defined as above the kernel of Riesz means of order $\alpha$ is given by the sum

$$S_R(x, y) = \sum h(N/R)\varphi_n(x)\varphi_n(y).$$

We write this as a limit

$$S_R(x, y) = \lim_{r \to 1} \sum h(N/R)r^n\varphi_n(x)\varphi_n(y).$$

We will now get an integral expression for the right-hand side. Since the functions $h$ and $g$ are both in $L^1$ (we will see shortly why this is so with $g$), by Fourier inversion we can write $h(\lambda/R) = R \int g(Rt)e^{-i\lambda t} dt$. Now, multiplying (3.3) by $Rg(Rt)$ on both sides we get

$$Rg(Rt)G_r(t, x, y) = \sum e^{-(2n+1)i\lambda}Rg(Rt)r^n\varphi_n(x)\varphi_n(y).$$

Since the Hermite functions are uniformly in $L^\infty$ the above series converges absolutely and uniformly in $x$ and $y$. Therefore, term by term integration is possible. Integrating both sides and noting the inversion formula for $h$ we obtain

$$\int Rg(Rt)G_r(t, x, y) dt = \sum h\left(\frac{N}{R}\right)r^n\varphi_n(x)\varphi_n(y).$$

Thus $S_R(x, y) = \lim_{r \to 1} \int Rg(Rt)G_r(t, x, y) dt$. We will presently show that we can pass to the limit under the integral sign.

Defining

$$B_r(t) = -\frac{1}{2}(x^2 + y^2)\{(1 + r^2e^{-4it})/(1 - r^2e^{-4it})\} + 2re^{-2it}xy/(1 - r^2e^{-4it})$$

and $A_r(t) = (e^{2it} - r^2e^{-2it})^{-1/2}$ we can write

$$G_r(t, x, y) = \frac{1}{\pi^{1/2}}A_r(t)exp(B_r(t)).$$

We claim that whenever sin $2t$ is different from zero $|A_r(t)| \leq C(sin 2t)^{-1/2}$ and $|exp B_r(t)| \leq C$, for $1/2 \leq r \leq 1$. An easy calculation shows that $|A_r(t)|^{-4} = (1 - r^2)^2 + 4r^2 \sin^2 2t$ from which follows the estimate for $A_r(t)$. Another calculation shows that

$$\text{Re}(1 + r^2e^{-4it})/(1 - r^2e^{-4it}) = |A_r(t)|^{-4}(1 - r^4),$$

(3.6) $$\text{Re}re^{-2it}/(1 - r^2e^{-4it}) = |A_r(t)|^{-4}r(1 - r^2)\cos 2t.$$

The claim about $B_r(t)$ will follow if we show that

$$-\frac{1}{2}(1 - r^2)((x^2 + y^2)(1 + r^2) - 4xyr \cos 2t) < 0.$$

When $xy \cos 2t$ is negative there is nothing to prove. So with $xy \cos 2t \geq 0$, we consider the function $f(r) = (x^2 + y^2)(1 + r^2) - 4xyr \cos 2t$. The first derivative vanishes at the point $r = 2xy \cos 2t(x^2 + y^2)^{-1}$ where $f(r)$ takes
the minimum. A calculation shows that the minimum value is 
\((x^2 + y^2) - 4x^2y^2 \cos^2 2t(x^2 + y^2)^{-1}\) which is clearly positive. Hence the claim.

Therefore, by the dominated convergence theorem we can pass to the limit in (3.5) getting 
\(S_R(x, y) = \int Rg(Rt)G(t, x, y)\, dt\). Since the function \(h\) is real and even \(g\) is also real and even and so

\(S_R(x, y) = cR \Re \left\{ \int_0^\infty g(Rt)G(t, x, y)\, dt \right\}\).

Thus we get an expression for the kernel in terms of an oscillatory integral. Hence the lemma.

For studying the oscillatory integral appearing in the lemma we need to know how the function \(g\) behaves at infinity. An explicit calculation of \(g\) is possible. Assume that \(0 < \alpha < 1\). Since \(h\) is an even function \(g\) is real and is given by

\[g(t) = \int_0^1 (1 - s)^\alpha e^{its} ds + \int_0^1 (1 - s)^\alpha e^{-its} ds.\]

By making a change of variable we have

\[g(t) = e^{-it} \int_{0 \leq t \leq 1} s^\alpha e^{its} ds + e^{it} \int_{0 \leq t \leq 1} s^\alpha e^{-its} ds.\]

After an integration by parts we are left with

\[g(t) = i\alpha t^{-1} \left\{ e^{-it} \int_{0 \leq t \leq 1} s^{\alpha-1} e^{-its} ds - e^{it} \int_{0 \leq t \leq 1} s^{\alpha-1} e^{its} ds \right\}.\]

Consider the first integral. We write this as

\[e^{-it} \int_{t > 1} s^{\alpha-1} e^{-its} ds - e^{-it} \int_{t > 1} s^{\alpha-1} e^{its} ds.\]

For the first part we have the formula (see [19, p. 98])

\[\int_0^\infty s^{\alpha-1} e^{its} ds = \Gamma(\alpha)e^{it\alpha/2}t^{-\alpha}.\]

One more integration by parts shows that

\[e^{it} \int_{t > 1} s^{\alpha-1} e^{its} ds = O(t^{-1}).\]

The derivative of this last integral also is seen to have the same growth property.

Thus, we have proved

**Lemma 3.2.** Assume that \(0 < \alpha < 1\). Then \(g\) is a bounded function and for \(t \geq 1\) we have

\[g(t) = c_1 t^{-\alpha-1} e^{it} + c_2 t^{-\alpha-1} e^{-it} + c_3 t^{-2} g_0(t)\]

where \(g_0(t)\) is bounded together with its derivative. In particular the function \(g\) is integrable.

Thus to get an estimate for the Riesz kernel we have to study certain oscillatory integrals. Certain reductions in the expression of the kernel is possible. Since the phase function \(\varphi(t)\) is periodic with period \(\pi\) it is enough to consider the integrals

\[R \int_{0 \leq t \leq \pi} g\{R(t + k\pi)\} G(t, x, y)\, dt.\]

Among these integrals
the most difficult one to estimate is the integral corresponding to \( k = 0 \). In fact, we will estimate only this, since the estimation of other integrals are similar.

4. Estimation of the Riesz kernel

As indicated in the previous section, we need to estimate

\[
R \int_{0 \leq t \leq \pi} g(Rt) G(t, x, y) \, dt.
\]

Further reduction of this integral is possible. By making a change of variable, we can reduce everything to the estimation of the following two integrals:

\[
I = R \int_{0 \leq t \leq \pi/4} g(Rt) (\sin 2t)^{-1/2} e^{i\varphi(t)} \, dt,
\]

\[
J = R \int_{0 \leq t \leq \pi/4} g(R(t + k\pi)) (\sin 2t)^{-1/2} e^{i\varphi^*(t)} \, dt,
\]

where \( \varphi(t) = xy \csc 2t + \frac{1}{2}(x^2 + y^2) \cot 2t \) and \( k \) is different from zero. Again we will only estimate \( I \). The estimation of \( J \) is similar. In fact, it is a lot easier than the estimation of \( I \). In what follows \( C \) will denote a generic constant which varies from one place to another. Also we are assuming that \( 1/6 < \alpha < 1/2 \).

Let \( \theta \) be a smooth function which vanishes for \( t \leq 1/2 \) and is identically one for \( t \geq 1 \). We split \( I \) into two parts, viz. \( I = A_0 + A \) where

\[
A = R \int \theta(Rt) g(Rt) (\sin 2t)^{-1/2} e^{i\varphi(t)} \, dt,
\]

\[
A_0 = R \int (1 - \theta(Rt)) g(Rt) (\sin 2t)^{-1/2} e^{i\varphi(t)} \, dt,
\]

both integrals being extended from 0 to \( \pi/4 \). The estimation of \( A_0 \) is easy. A mere integration by parts gives a good estimate.

For that purpose we need an estimate on the first derivative of \( \varphi \). Since we have \( -\varphi'(t) \sin 2t = 4xy \sin^2 t + |x - y|^2 \) we get the estimate

\[
|\varphi'(t)| \sin 2t \geq \frac{1}{2} |x - y|^2, \quad \text{for } 0 \leq t \leq \pi/4.
\]

Another estimate we need is the following one which bounds the second derivative of \( \varphi \) in terms of its first derivative. We claim that

\[
|\varphi''(t)| \sin 2t \leq 4|\varphi'(t)|, \quad \text{for } 0 \leq t \leq \pi/4.
\]

To prove the claim we have \( \varphi''(t) \sin^2 2t = 4(-4xy \sin^4 t + (x - y)^2 \cos 2t) \). Therefore, when \( xy \geq 0 \) it is clear that \( |\varphi''(t)| \sin^2 2t \leq 4|\varphi'(t)| \sin^2 2t \). When \( xy \leq 0 \) we need to check if

\[
-4xy \sin^4 t + (x - y)^2 \cos 2t \leq 4xy \sin^2 t + (x - y)^2.
\]

If this is not so we will have for some \( t_0 \), \( -4xy \sin^4 t_0 + (x - y)^2 \cos 2t_0 > 4xy \sin^2 t_0 + (x - y)^2 \) or \( -4xy \sin^2 t_0 \{1 + \sin^2 t_0\} > 2(x - y)^2 \sin^2 t_0 \) which implies \( -2xy \sin^4 t_0 > x^2 + y^2 \). Since this is not true the claim is proved. We can now prove the following proposition.
Proposition 4.1. There exists a constant $C$ independent of $x, y$ and $R$ such that

$$|A_0| \leq CR^{1/2} (1 + R^{1/2} |x - y|)^{-\alpha - 5/6}. \tag{4.8}$$

Proof. Actually we can prove a better estimate. Since $g(t)$ is bounded, we get the obvious estimate $|A_0| \leq CR^{1/2}$. Integrating by parts and using estimates (4.5) and (4.6) we obtain $|A_0| \leq CR^{-1/2} |x - y|^{-2}$. Combining the two estimates we have $|A_0| \leq CR^{1/2} (1 + R|x - y|^2)^{-1}$. This proves the proposition since $R^{1/2} (1 + R|x - y|^2)^{-1}$ is dominated by $R^{1/2} (1 + R^{1/2} |x - y|)^{-\alpha - 5/6}$.

To estimate $A_0$ we use the fact that $g$ contains three terms as given in Lemma 3.2. We estimate only the first two integrals coming from the terms $t^{-\alpha - 1} e^{it}$ and $t^{-\alpha - 1} e^{-it}$. The estimation of the integral involving $t^{-2} g_0(t)$ is easy and will not be considered. Thus, we have to estimate the following two oscillatory integrals:

$$K = R^{-\alpha} \int \theta(Rt) t^{-\alpha - 1} (\sin 2t)^{-1/2} e^{iRt} e^{i\phi(t)} \, dt, \tag{4.9}$$

$$L = R^{-\alpha} \int \theta(Rt) t^{-\alpha - 1} (\sin 2t)^{-1/2} e^{-iRt} e^{i\phi(t)} \, dt. \tag{4.10}$$

Our aim is to prove the following proposition which gives a good estimate for the term $A_0$.

Proposition 4.2. There is a constant $C$ independent of $x, y$ and $R$ such that

$$|A_0| \leq CR^{1/2} (1 + R^{1/2} |x - y|)^{-\alpha - 5/6}. \tag{4.11}$$

For $L$ we can actually prove the estimate $R^{1/2} (1 + R^{1/2} |x - y|)^{-3/2}$. This estimate of $L$ follows from an integration by parts. By letting $\sigma(t) = -Rt + \varphi(t)$ we calculate the first derivative of $\sigma$. We have $-\sigma'(t) \sin^2 2t = R \sin^2 2t + 4xy \sin^2 t + (x - y)^2$. Since $\sin 2t \geq ct$ for $0 \leq t \leq \pi/4$ we get

$$|\sigma'(t) \sin^2 2t| \geq C\{Rt^2 + (x - y)^2\}. \tag{4.12}$$

Since $\varphi''(t) = \sigma''(t)$, in view of (4.6), we get another estimate

$$|\sigma''(t) \sin 2t| = |\varphi''(t) \sin 2t| \leq 4|\varphi'(t)| \leq 4|\sigma'(t)|. \tag{4.13}$$

Integrating $L$ by parts, the boundary term is seen to be bounded by

$$R^{1/2} (1 + R^{1/2} |x - y|)^{-\alpha - 5/6}. \tag{4.14}$$

In view of estimates (4.12) and (4.13), it is easily seen that the differentiated terms are bounded by the integral $R^{-\alpha} \int_{1/R \leq t \leq \pi/4} (Rt^2 + (x - y)^2)^{-1} t^{-\alpha - 1/2} \, dt$. This last integral is bounded by $R^{-\alpha - 1} \int_{1/R \leq t \leq \pi/4} t^{-\alpha - 5/2} \, dt \leq CR^{1/2}$. It is also bounded by

$$R^{-\alpha - 1/4} |x - y|^{-3/2} \int_{1/R \leq t \leq \pi/4} t^{-\alpha - 1} \, dt \leq CR^{-1/4} |x - y|^{-3/2}, \tag{4.14}$$
which in turn is bounded by $R^{-\alpha/2+1/12}|x - y|^{-\alpha-5/6}$ when $|x - y| \geq R^{-1/2}$ as $1/6 < \alpha < 1/2$. Combining $R^{1/2}$ and $R^{-\alpha/2+1/12}|x - y|^{-\alpha-5/6}$ we get

$$|L| \leq CR^{1/2}(1 + R^{1/2}|x - y|)^{-\alpha-5/6}.$$

To study $K$ let us replace $x$ and $y$ by $R^{1/2}x$ and $R^{1/2}y$ in (4.9) for the sake of convenience and consider the integral

$$K^* = R^{-\alpha} \int \theta(Rt)t^{-\alpha-1}(\sin 2t)^{-1/2}e^{iRt}e^{iR\varphi(t)} dt.$$

Putting $\psi(t) = t + \varphi(t)$, we are looking at integrals of the form

$$I = \int \omega(t)e^{i\psi(t)} dt.$$

We are interested in the asymptotic behavior of this integral as $R$ tends to infinity. If the derivative $\psi'$ never vanishes on the support of $\omega$, then it follows that $I = O(R^{-k})$ for all $k$. The method of stationary phase asserts that the main contribution of the integral comes from the points where the first derivative of $\psi$ is zero. The following lemma of Van der Corput is the main tool which we use to study the oscillatory integral $K^*$. The proof of this lemma is given in Stein [24].

**Lemma 4.1.** Suppose $\psi$ is a real valued smooth function defined on $[a, b]$. Assume that $|\psi^{(k)}(t)|$ is bounded away from 0. When $k = 1$ we further assume that $\psi'(t)$ is monotone. Then we have

$$|\int_{[a,b]} \omega(t)e^{i\psi(t)} dt| \leq C_k R^{-1/k} \left\{ |\omega(b)| + \int_{[a,b]} |\omega'(t)| dt \right\}.$$

To apply this lemma to our integral we have to treat several cases. When there are no stationary points we apply the lemma with $k = 1$ and when there are two distinct stationary points we apply the lemma with $k = 2$. We also have to consider the case when the two stationary points are close to each other. In that case we apply the lemma with $k = 3$. An easily obtained estimate is $|K^*| \leq CR^{1/2}$. This follows by a simple integration. If we combine this estimate with $|K^*| \leq CR^{-\alpha/3}|x - y|^{-\alpha-5/6}$ to be proved for $|x - y| \geq 2R^{-1}$ we will get the estimate $|K^*| \leq CR^{1/2}(1 + R|x - y|)^{-\alpha-5/6}$ which will at once prove the proposition.

Getting the estimate $|K^*| \leq CR^{-\alpha/3}|x - y|^{-\alpha-5/6}$ is easy when $|x - y|$ is large. We get a lower bound for the third derivative of $\psi$ and apply Lemma 4.1. We claim that $|\psi'''(t)| \geq 4(x - y)^2$ for $0 \leq t \leq \pi/4$. Putting $\cos 2t = \lambda$, $xy = b$ and $x^2 + y^2 = a^2$ we easily calculate $\psi'''$. We have that

$$|\psi'''(t)| \sin^4 2t = 8(2a^2\lambda^2 - b\lambda^3 - 5b\lambda + a^2).$$

To prove the claim it is therefore enough to check if $2(2a^2\lambda^2 - b\lambda^3 - 5b\lambda + a^2) \geq (a^2 - 2b)$. When $b$ is negative there is nothing to check. When $b$ is positive we will show that $(2a^2\lambda^2 - b\lambda^3 - 5b\lambda + a^2) \geq (a^2 - 2b)$. Since $a^2 \geq 2b$ it is
enough to check if \( G(\lambda) = 4\lambda^2 - \lambda^3 - 5\lambda + 2 \geq 0 \) for \( 0 \leq \lambda \leq 1 \) which is true as \( G(\lambda) \) attains a minimum of 0 at \( \lambda = 1 \). This proves the claim. We are now ready to prove the following lemma.

**Lemma 4.2.** When \( |x - y| \geq 2\delta \), we have the estimate

\[
|K^*| \leq CR^{-\alpha-1/3}|x - y|^{-\alpha-5/6}.
\]

**Proof.** Before applying Lemma 4.1 we have to do an integration by parts:

(4.17)

\[
K^* = iR^{-\alpha-1}\int \theta(Rt)t^{-\alpha-1}(\sin 2t)^{3/2}(4xy \sin^2 t + (x - y)^2)^{-1} e^{iRt} d(e^{iR\varphi(t)}).
\]

The boundary term is bounded by a constant times \( R^{-\alpha-1}|x - y|^{-2} \). Since \( 1/6 < \alpha < 1/2 \) and \( |x - y| \) is bigger than \( 2\delta \) this is bounded by \( R^{-\alpha-1/3}|x - y|^{-\alpha-5/6} \). When differentiation falls on the integrand all but one term give the same bound as above. The only one term to be estimated is given by

(4.18)

\[
K^{**} = R^{-\alpha}\int \theta(Rt)t^{-\alpha-1}(\sin 2t)^{3/2}(4xy \sin^2 t + (x - y)^2)^{-1} e^{iR\varphi(t)} dt.
\]

Applying Lemma 4.1 to \( K^{**} \) we get

\[
|K^{**}| \leq CR^{-\alpha-1/3}|x - y|^{-2/3-2} \left\{ 1 + \int_{t \geq 1/R} t^{-\alpha-1/2} dt \right\}.
\]

Since \( \alpha < 1/2 \) and \( |x - y| \geq 2\delta \) we have the estimate

\[
|K^{**}| \leq CR^{-\alpha-1/3}|x - y|^{-\alpha-5/6}.
\]

Hence the lemma.

Having estimated \( K^* \) for \( |x - y| \geq 2\delta \), we now turn our attention to estimate that for the region \( 2R^{-1} \leq |x - y| \leq 2\delta \). By putting \( (x - y)^2 = 4\beta^2 \) we want to estimate \( K^* \) for the region \( R^{-1} \leq \beta \leq \delta \). We split the integral \( K^* \) into two parts by writing \( K^* = B_0 + B \) where

\[
B_0 = R^{-\alpha}\int_0^{\beta/2} \theta(Rt)t^{-\alpha-1}(\sin 2t)^{-1/2} e^{iR\varphi(t)} dt,
\]

\[
B = R^{-\alpha}\int_{\beta/2}^{\pi/4} \theta(Rt)t^{-\alpha-1}(\sin 2t)^{-1/2} e^{iR\varphi(t)} dt.
\]

Estimation of the first integral is easy since the first derivative of \( \psi \) is bounded away from 0 in the interval of integration. Indeed, since \( 0 \leq t \leq \beta / 2 \) for the first integral and the first derivative of \( \psi \) is given by \( -\psi'(t) \sin^2 2t = -\sin^2 2t + 4xy \sin^2 t + (x - y)^2 \) we have \( |\psi'(t)| \sin^2 2t \geq \beta^2 \). We also have the estimate

\[
|\psi''(t)| = |\varphi''(t)| \leq 4|\varphi'(t)| \csc 2t \leq 4 \csc 2t + 4|\psi'(t)| \csc 2t.
\]

Integrating by parts and using the above estimates, we get the bound \( R^{-\alpha-1/3}|x - y|^{-\alpha-5/6} \) for \( B_0 \).
Next we consider the term $B$ for the region $R^{-1} \leq \beta \leq \delta$. Now, we have to determine the stationary points of the phase function $\psi$. Putting $\cos 2t = \lambda$, we see that the first derivative of $\psi$ satisfies the equation $-\psi'(t) \sin^2 2t = (\lambda^2 - 2b\lambda + a^2 - 1)$. First consider the case when $b < 0$. Since the function $f(\lambda) = (\lambda^2 - 2b\lambda + a^2 - 1)$ is increasing it vanishes only if $a^2 \leq 1$. If we choose $\delta$ to be smaller than $1/4$, then for the region $|x - y| \leq 2\delta$, we have $a^2 \leq |x - y|^2 \leq 1/4$ and hence there is only one stationary point. This stationary point is given by $\cos 2t_1 = b + m$ where $m^2 = (1 - x^2)(1 - y^2)$. Observe that $m^2 \geq 1/4$ as $a^2 \leq 1/2$.

When $b \geq 0$, the function $f(\lambda) = (\lambda^2 - 2b\lambda + a^2 - 1)$ decreases as long as $0 < \lambda < b$, reaches a minimum at $b$ and then increases. When $a^2 \geq 2$, $f$ does not vanish at all. There are two neighbouring stationary points $t_1$ and $t_2$ when $1/2 \leq a^2 \leq 2$ and $b \leq 1$. These are given by the equations $\cos 2t_1 = b + m$ and $\cos 2t_2 = b - m$. Observe that these two stationary points coincide when either $x = 1$ or $y = 1$. Finally, when $a^2 \leq 1/2$, there is only one stationary point, namely $t_1$. Thus, we have to treat several cases in order to estimate the integral $B$.

Let us start with the case when there is only one stationary point. This comprises the cases when $b < 0$ and $b \geq 0$ but $a^2 \leq 1/2$. We need to calculate the second derivative of $\psi$ at the stationary point. A simple calculation shows that

$$\psi''(t) = 4\csc^2 2t \{a^2 \cos 2t - b \cos^2 2t - b\}$$

and $\psi''(t_1) = 4m \csc 2t_1$. Since $m \geq 1/2$, we get the lower bound $\psi''(t_1) \geq 2 \csc 2t_1$. Having made all these preliminary observations, we can now prove the following lemma.

**Lemma 4.3.** Assume that $b < 0$ or $b \geq 0$ and $a^2 \leq 1/2$. Then for the region $|x - y| \leq 2\delta$ we have the estimate $|B| \leq C R^{-a-1/3} |x - y|^{-(a-5)/6}$ provided $\delta$ is smaller than $1/4$.

**Proof.** First we consider the case when $b$ is negative. In that case it is easily seen that $\psi''(t)$ is a decreasing function of $t$ in the interval $\beta/2 \leq t \leq t_1$. This implies, for $\beta/2 \leq t \leq t_1$, the lower bound $|\psi''(t)| \geq |\psi''(t_1)| \geq 2 \csc 2t_1$. If we apply Lemma 4.1 to the integral

$$R^{-\alpha} \int_{\beta/2}^{t_1} \theta(Rt) t^{-\alpha-1} \sin(2t)^{-1/2} e^{iR\psi(t)} \, dt$$

we get the estimate $C R^{-a-1/2} \{t_1^{-a-1} + \beta^{-a-3/2} \sin(2t_1)^{1/2}\}$. Now, another calculation shows that $\sin^2 2t_1 = a^2 - 2b \cos 2t_1$ so that $\frac{1}{2} |x - y|^2 \leq a^2 \leq \sin^2 2t_1 \leq |x - y|^2$. In view of this, we get the estimate $C R^{-a-1/2} |x - y|^{-a-1}$ which is bounded by $C R^{-a-1/3} |x - y|^{-a-5/6}$. 


It remains to consider the integral
\[ R^{-\alpha} \int_{t_1}^{\pi/4} \theta(Rt)t^{-\alpha - 1}(\sin 2t)^{-1/2}e^{i\psi(t)} \, dt. \]

Let \( \varepsilon = \frac{1}{20} \sin 2t_1 \). We claim that we have the following estimates:

\( \psi''(t) \geq \frac{1}{2} \psi''(t_1), \) for \( t_1 \leq t \leq t_1 + \varepsilon \),

(4.19)
\( \psi'(t) \geq 1/10, \) for \( t_1 + \varepsilon \leq t \leq \pi/4 \).

(4.20)

Postponing the proof of the claim for a moment let us see how we complete the proof of the lemma in the present case. We split the integral into two parts, one from \( t_1 \) to \( t_1 + \varepsilon \) and the other from \( t_1 + \varepsilon \) to \( \pi/4 \). Applying Lemma 4.1 with \( k = 2 \) and \( k = 1 \) and using estimates (4.19) and (4.20) we get the estimates we wanted. Let us return to the proof of the claim now.

If \( \varepsilon \) is small enough it is clear that in an \( \varepsilon \) neighborhood of \( t_1 \) we can have \( \psi''(t) \geq \frac{1}{2} \psi''(t_1) \) and outside the \( \varepsilon \) neighborhood \( \psi'(t) \) could be bounded away from zero. Our task is to find a suitable \( \varepsilon \). To do that we use Taylor's theorem with the integral form of remainder. Since \( \psi'(t_1) = 0 \) Taylor's theorem applied to the function \( \psi'(t) \) gives

\[
\psi'(t) = (t-t_1)\psi''(t_1) + \int_{t_1}^{t} (t-s)\psi'''(s) \, ds = (t-t_1)\psi''(t_1) + \int_{t_1}^{t} (s-t_1)(-\psi'''(s)) \, ds.
\]

Since

\[
\psi'''(s) = -24 \csc^2 2s \cot 2s \{a^2 \cos 2s - b \cos^2 2s - b\}
-8 \csc^2 2s \{a^2 - 2b \cos 2t\}
\]

is negative

(4.21) \( \psi'(t) \geq (t-t_1)\psi''(t_1), \) for \( t_1 \leq t \leq \pi/4 \).

Also \( |\psi'''(t)| \) is decreasing for \( t_1 \leq t \leq \pi/4 \) and so we have \( |\psi''(t) - \psi''(t_1)| \leq |\psi'''(t_1)| (t - t_1) \) . Since \( \psi''(t_1) = 4m \csc 2t_1 \geq 2 \csc 2t_1 \) we see that \( |\psi'''(t_1)| \leq 10 \csc 2t_1 \psi''(t_1) \) so that

\[
|\psi'(t) - \psi'(t_1)| \leq 10 \csc 2t_1 \psi''(t_1)(t - t_1).
\]

Now if we take \( \varepsilon = \frac{1}{20} \sin 2t_1 \) then for \( t_1 \leq t \leq t_1 + \varepsilon \) we get

(4.22) \( \psi''(t) - \psi''(t_1) \leq \frac{1}{2} \psi''(t_1), \) or \( \psi''(t) \geq \frac{1}{2} \psi''(t_1). \)

Hence from (4.21), for \( t_1 \leq t \leq t_1 + \varepsilon \), we get the lower bound \( \psi'(t) \geq \frac{1}{2}(t-t_1)\psi''(t_1) \). From this, since \( \psi'(t) \) is increasing in the interval \( t_1 + \varepsilon \leq t \leq \pi/4 \), we have \( \psi'(t) \geq \psi'(t_1 + \varepsilon) \geq \frac{1}{2} \varepsilon \psi''(t_1) \) which proves the claim by the choice of \( \varepsilon \).

This takes care of the case when \( xy < 0 \). Next consider the case when \( xy \geq 0 \). In this case the second derivative of \( \psi \) vanishes at the point \( t_0 \) defined by \( \cos 2t_0 = x/y \) (resp. \( y/x \)) when \( x < y \) (resp. \( y < x \)). As before
the stationary point is at \( t_1 \) where \( \cos 2t_1 = b + m \) and \( m \geq 1/2 \) as \( a^2 \leq 1/2 \).

There are three integrals to consider. First we estimate
\[
R^{-a} \int_{0}^{\pi/4} \theta(Rt) t^{-a-1}(\sin 2t)^{-1/2} e^{iR\psi(t)} \, dt.
\]
From the expression \(-\psi''(t)\sin^4 2t = 8(2a^2/2 - b\lambda^3 - 5b\lambda + a^2)\) it is easily seen that \( \psi''(t) \) is negative. Hence \( \psi'(t) \) attains a maximum at \( t_0 \) and then decreases in the interval \( t_1 \leq t \leq \pi/4 \).

We therefore have the estimate
\[
|\psi'(t)| \geq |\psi'(\pi/4)\sin^2 \pi/2| = (1 - a^2) \geq 1/2.
\]
Applying Lemma 4.1 with \( k = 1 \) we immediately get the estimate. The estimation of the other two integrals is similar to the previous case, namely the case when \( xy \) is negative. For example, consider the integral
\[
R^{-a} \int_{\pi/2}^{t_1} \theta(Rt) t^{-a-1}(\sin 2t)^{-1/2} e^{iR\psi(t)} \, dt.
\]
Applying Taylor's theorem to \( \psi'(t) \) we can show that \( |\psi'(t)| \geq (t_1 - t)\psi''(t_1) \) for \( \beta/2 \leq t \leq t_1 \). If we set \( \varepsilon = \frac{1}{4} \sin 2t_1 \) so that \( \varepsilon \leq \frac{1}{2} t_1 \) then for \( t_1 - t \geq \varepsilon \), i.e. for \( t \leq t_1 - \varepsilon \), \( |\psi'(t)| \geq 2\varepsilon \csc 2t_1 \geq \frac{1}{2} \). Also since \( \psi''(t) \) is decreasing in the interval \( \beta/2 \leq t \leq t_1 \), \( |\psi''(t)| \geq \psi''(t_1) \geq 2 \csc 2t_1 \). Split the integral into two parts and apply Lemma 4.1 as before. Since \( \sin^2 2t_1 = a^2 - 2b \cos 2t_1 \geq a^2 - 2b \) we get the estimate \( CR^{-a-1/3}|x - y|^{-\alpha - 5/6} \). Finally, the estimation of the integral
\[
R^{-a} \int_{t_1}^{\pi/4} \theta(Rt) t^{-a-1}(\sin 2t)^{-1/2} e^{iR\psi(t)} \, dt
\]
is similarly done. Proceeding as above, we can show that the choice \( \varepsilon = \frac{1}{25} \sin 2t_1 \) works. Thus we have taken care of the case with one stationary point.

Next we consider the case \( x^2 + y^2 \geq 1/2 \). In this case there are two stationary points for the function \( \psi \) and when either \( x = 1 \) or \( y = 1 \) they coincide with one another. Somehow, the method of stationary phase applied as such to the integral \( B \) fails to give a good estimate. So, a more careful analysis of the integral is needed. Let \( \delta \) be chosen so small that when \( |x - y| \leq 2\delta \), we have \( \frac{1}{2}\beta \leq \frac{1}{3}\beta^3/5 \) and \( xy \geq \tau \) for some \( \tau \). We split the integral \( B \) into two parts, viz. \( B = F_0 + F \) with
\[
F_0 = R^{-a} \int_{\rho \beta^{3/5}}^{\pi/4} \theta(Rt) t^{-a-1}(\sin 2t)^{-1/2} e^{iR\psi(t)} \, dt,
\]
\[
F = R^{-a-1} \int_{\rho \beta^{3/5}}^{\beta/2} \theta(Rt) t^{-a-1}(\sin 2t)^{-1/2} e^{iR\psi(t)} \, dt.
\]
Here we take \( \rho = 1 \) or \( 1/3 \). An application of Lemma 4.1 will give a good estimate for \( F_0 \). To estimate \( F \) we first rewrite the phase function in a different form and then apply the method of stationary phase. The next lemma gives the required estimate for \( F_0 \). Recall that we are considering the case \( xy \geq 0 \) and \( x^2 + y^2 \geq 1/2 \).
Lemma 4.4. For the region $2R^{-1} \leq |x - y| \leq 2\delta$, where $\delta$ is small, we have the estimate

\begin{equation}
|F_0| \leq CR^{-\alpha-1/3}|x - y|^{-\alpha-5/6}.
\end{equation}

Proof. We are going to apply Lemma 4.1 with $k = 3$. So, we need a lower bound for the third derivative of $\psi$. With $\cos 2t = \lambda$ we have the following expression for the third derivative:

\begin{equation}
|\psi'''(t)| = 8(2a^2\lambda^2 - b\lambda^3 - 5b\lambda + a^2)(1 - \lambda^2)^{-2}.
\end{equation}

We claim that for $0 \leq t \leq \pi/4$, $|\psi'''(t)| \geq xy$. To prove the claim, since $a^2 \geq 2b$, it is enough to check if $8(4a^2 - \lambda^3 - 5\lambda + 2) \geq (1 - \lambda^2)^2$. But $(4\lambda^2 - \lambda^3 - 5\lambda + 2) = (2 - \lambda)(1 - \lambda)^2$ so that we have to check if $8(2 - \lambda) \geq (1 + \lambda)^2$ which is clearly true for $0 \leq \lambda \leq 1$. Thus, $|\psi'''(t)| \geq xy \geq \tau$ for $0 \leq t \leq \pi/4$.

Applying Lemma 4.1 with $k = 3$ we immediately obtain the following estimate:

\begin{equation}
|F_0| \leq CR^{-\alpha-1/3}|x - y|^{-3\alpha/5-9/10}.
\end{equation}

Since $|x - y| \leq 2\delta$ and $1/6 < \alpha < 1/2$, this gives the estimate $|F_0| \leq CR^{-\alpha-1/3}|x - y|^{-\alpha-5/6}$.

To estimate $F$ we have to consider two cases. First assume that $1/2 < x^2 + y^2 \leq 4$. We rewrite the function $\psi$ as follows. As $\psi(t) = t - b\csc 2t + \frac{1}{2}a^2\cot 2t$ we have

\begin{equation}
\psi(t) = t + \frac{1}{2}(x - y)^2\csc 2t - \frac{1}{2}(x^2 + y^2)\tan t.
\end{equation}

The functions $\tan t$ and $\csc 2t$ can be expanded in powers of $t$. We then have

\begin{equation}
\tan t = t + b(t),
\end{equation}

\begin{equation}
\csc 2t = \frac{1}{2}t^{-1} + \frac{1}{2}t + a(t),
\end{equation}

where $a(t) = O(t^3)$ and $b(t) = O(t^3)$ for $0 \leq t \leq \pi/4$. Then we have $\psi(t) = \psi_1(t) + \psi_2(t)$ with

\begin{equation}
\psi_1(t) = \{1 + \frac{1}{6}(x - y)^2 - \frac{1}{2}(x^2 + y^2)\}t + \frac{1}{2}t^{-1}(x - y)^2,
\end{equation}

\begin{equation}
\psi_2(t) = \frac{1}{2}(x - y)^2a(t) - \frac{1}{2}(x^2 + y^2)b(t).
\end{equation}

Since by definition $(x - y)^2 = 4\beta^2$, we have $\psi_1(t) = (1 - \frac{1}{2}a^2)t + \beta^2t^{-1} + \frac{3}{2}\beta^2t$. Also, if we put $w(t) = \theta(Rt)(2t/\sin 2t)^{1/2}$, then we have $|w(t)| \leq C$ for $|t| \leq \pi/4$. Having made all these preliminary simplifications we consider the integral

\[ F = R^{-\alpha} \int_{\beta/2}^{\rho\beta^{1/3}} w(t)t^{-\alpha-3/2}\exp iR\{(1 - \frac{1}{2}a^2)t + \beta^2t^{-1} + \frac{3}{2}\beta^2t\}\exp\{iR\psi_2(t)\} \, dt. \]
Lemma 4.5. Assume that \( xy \geq 0, \frac{1}{2} \leq x^2 + y^2 \leq 4, \) and \( 2R^{-1} \leq |x - y| \leq 2\delta \) where \( \delta \) is small. Then

\[
|F| \leq CR^{-\alpha/3} |x - y|^{-\alpha/5}.
\]

Proof. First assume that \( \lambda^2 = (1 - \frac{1}{2}a^2 + \frac{2}{3}b^2) \) is positive. We make a change of variable in the integral \( F \). Changing \( t \) into \( R\beta t \) we see that the integral becomes \( R^{-2\alpha/3} \beta^{-2\alpha/3} I \) where the integral \( I \) is given by

\[
I = \int_E t^{-\alpha/2} w(R\beta t) \exp\{i(R\beta^2 \lambda^2 t + t^{-1})\} \exp\{iR\psi(R\beta^2 t)\} dt,
\]

where \( E \) is the interval \( \frac{1}{2}R^{-1} \beta^{-1} \leq t \leq R^{-1} \beta^{-7/5} \). Since the above integral taken from 1 to infinity is bounded we can assume without loss of generality that \( R^{-1} \beta^{-7/5} \leq 1 \).

We have to consider two cases. First assume that \( \lambda \geq 2\beta^{2/5} \). Putting \( \psi_1(t) = R^2 \beta^2 \lambda^2 t + t^{-1} \) the stationary point of \( \psi_1 \) is given by \( t_0 = (R\beta\lambda)^{-1} \). Since \( \lambda^2 \geq 4\beta^{4/5} \), we see that \( 2t_0 \leq R^{-1} \beta^{-7/5} \). We write \( I \) as the sum of the following three integrals:

\[
I_1 = \int_L t^{-\alpha/2} w(R\beta t) \exp\{i(R\beta^2 \lambda^2 t + t^{-1})\} \exp\{iR\psi(R\beta^2 t)\} dt,
\]

\[
I_2 = \int_M t^{-\alpha/2} w(R\beta t) \exp\{i(R\beta^2 \lambda^2 t + t^{-1})\} \exp\{iR\psi(R\beta^2 t)\} dt,
\]

\[
I_3 = \int_N t^{-\alpha/2} w(R\beta t) \exp\{i(R\beta^2 \lambda^2 t + t^{-1})\} \exp\{iR\psi(R\beta^2 t)\} dt,
\]

where \( L, M \) and \( N \) are the intervals \( \frac{1}{2}R^{-1} \beta^{-1} \leq t \leq \frac{1}{2}t_0, \frac{1}{2}t_0 \leq t \leq 2t_0, \) and \( 2t_0 \leq t \leq R^{-1} \beta^{-7/5} \), respectively. By setting \( \psi(t) = R^2 \beta^2 \lambda^2 t + t^{-1} + R\psi(R\beta^2 t) \) we want to show that the integral

\[
I_1 = \int_L t^{-\alpha/2} w(R\beta^2 t) e^{i\psi(t)} dt
\]

is bounded independent of \( x, y \) and \( R \). This is done by applying the method of stationary phase. For that purpose we need to get some bounds for the first and second derivatives of \( \psi \).

A simple calculation shows that \( -\psi'(t)^2 = 1 - R^2 \beta^2 \lambda^2 t^2 - R^2 \beta^2 t^2 \psi'(R\beta^2 t) \). Since \( t \leq \frac{1}{2}t_0 \) and \( t_0 = \frac{1}{2}(R\beta\lambda)^{-1} \) we have \( R^2 \beta^2 \lambda^2 t^2 \leq 1/4 \) for \( t \) in \( L \). Also since \( \psi'_2(t) = O(t^2) \), we see that \( R^2 \beta^2 t^2 \psi'_2(R\beta^2 t) \leq C \beta^2 \lambda^4 \) and as \( \lambda \geq 2\beta^{2/5} \) we have \( R^2 \beta^2 t^2 |\psi'_2(R\beta^2 t)| \leq C \beta^{2/5} \) which is less than \( 1/2 \) for \( |x - y| \leq 2\delta \) provided \( \delta \) is small enough. Thus, we have the estimate \( -\psi'(t)^2 \geq 1/4 \) for \( t \) in \( L \). We need one more bound for the second derivative of \( \psi \). Another calculation shows that \( t^3 \psi''(t) = 2 + R^4 \beta^4 t^3 \psi''(R\beta^2 t) \). Since \( \psi''(t) = O(t) \) the above gives \( |t^3 \psi''(t)| \leq 2 + C \beta^{2/5} \leq C \) for \( t \) in \( L \). Also we have \( w'(t) = O(t) \) since \( t \leq R^{-1} \) on the support of \( \theta'(Rt) \).
Having made all these observations we integrate $I_1$ by parts. We have

$$I_1 = -i \int_L t^{-\alpha + 1/2} w(R\beta^2 t)(t^2 \psi'(t))^{-1} d(e^{i\psi(t)}) .$$

Since $\alpha < 1/2$ and $R^{-1} \beta^{-7/5} \leq 1$, in view of the above bounds we see that $|I_1| \leq C$ as desired. The estimation of the integral

$$I_3 = \int_N t^{-\alpha - 3/2} w(R\beta^2 t)e^{i\psi(t)} dt$$

is similar. To estimate the remaining integral $I_2$ we are going to apply Lemma 4.1.

Let us get a bound for $\psi''$ when $t$ is in $M$. We have $\psi''(t) = 2t^{-3} + R^3 \beta^4 \psi''(R\beta^2 t)$ which gives for $1/2 t_0 \leq t \leq 2t_0$ the lower bound $|\psi''(t)| \geq c(t_0)^{-3}$. Applying Lemma 4.1 and using the fact that $w'(t) = O(t)$ we immediately obtain the estimate $|I_2| \leq C(R\beta \lambda)^n$. Therefore, we get

$$R^{-2n-1/2} \beta^{-2n-1} |I_2| \leq CR^{-n-1/2} \beta^{-n-1} .$$

This takes care of the lemma when $\lambda \geq 2\beta^{2/5}$.

Next we consider the same integral $I$ in the case $\lambda < 2\beta^{2/5}$ but now the integral is taken over the interval $E$ defined by $1/2 R^{-1} \beta^{-1} \leq t \leq 3/2 R^{-1} \beta^{-7/5}$. Since now $R^{-1} \beta^{-1} \lambda^{-1} \geq 1/3 R^{-1} \beta^{-7/5}$ there is no stationary point for the function $\psi_1(t) = \lambda^2 t + \beta^2 t^{-1}$. Calculating the first derivative of $\psi(t)$ we see that $-\psi'(t)t^2 = 1 - R^2 \beta^2 \lambda^2 t^2 - R^2 \beta^2 t^2 \psi'_1(R\beta^2 t)$. Since $\lambda < 2\beta^{2/5}$ and $t \leq 1/3 R^{-1} \beta^{-7/5}$ we have $R^2 \beta^2 \lambda^2 t^2 \leq 4/9 R^2 \beta^2 \beta^{4/5} R^{-2} \beta^{-14/5} \leq 4/9$. Also if $\delta$ is chosen sufficiently small we can make $|R^2 \beta^2 t^2 \psi'_1(R\beta^2 t)| \leq 2/9$. Thus, $| - \psi'(t)t^2 | \geq 1/3$ for $t$ in $E$. As in the previous case we can also get bounds for the second derivative of $\psi$. Then an integration by parts gives the required estimate.

Thus we have estimated $F$ under the assumption that $\lambda^2 = (1 - 3a^2 + 2\beta^2)$ is positive. Next assume that $-\lambda^2 = (1 - 3a^2 + 2\beta^2)$ is negative. As before by changing the variable we consider $R^{-2n-1/2} \beta^{-2n-1} I$ where

$$I = \int_E t^{-\alpha - 3/2} w(R\beta^2 t) \exp\{i(-R \beta^2 \lambda^2 t + t^{-1})\} \exp\{i R \psi'_1(R\beta^2 t)\} dt .$$

We want to show that the integral is bounded independent of $x, y$ and $R$. We can easily see that for $t$ in $E$, $|\psi'(t)t^2| \geq 1/3$ where $\psi(t) = -R \beta^2 \lambda^2 t + t^{-1} + R \psi'_1(R\beta^2 t)$. Also we can obtain bounds for the second derivative. Integration by parts gives the required estimate as before.

It remains to consider the case $x^2 + y^2 > 4$. But this case is very easy. We look at the first derivative of $\psi$. Let $t_0$ be the point where $\psi'(t)$ vanishes. Since $\psi'''$ is negative $\psi'(t)$ attains maximum at $t_0$. A calculation shows that $\psi'(t) = (1 - x^2)$ when $\cos 2t_0 = y/x$ and $\psi'(t) = (1 - y^2)$ when $\cos 2t_0 = x/y$. The final result follows from the fact that $\psi'(t)$ is bounded independent of $x, y, R$, as desired.
Therefore, as $x^2 + y^2 > 4$, $|\psi'(t)| \geq 1$. An integration by parts gives the estimate $|F| \leq CR^{-\alpha - 1/2}|x - y|^{-\alpha - 5/6}$.

Now it is time to put all the loose ends together. Combining Propositions 4.1 and 4.2, we have a good estimate for the integral $I$ mentioned in the beginning of this section. In estimating the term $A$ we omitted the contribution from the part $t^{-2} g_0(t)$ of $g(t)$. But the estimation of this contribution is easy and it gives a similar estimate. The final estimate of the kernel is stated in the following theorem.

**Theorem 4.1.** Assume that $1/6 < \alpha < 1/2$. Then with a $C$ independent of $x$, $y$ and $R$ we have

\begin{equation}
|S_R(x, y)| \leq CR^{1/2}(1 + R^{1/2}|x - y|)^{-\alpha - 5/6} + R^{1/2}(1 + R^{1/2}|x + y|)^{-\alpha - 5/6}.
\end{equation}

In the above estimate the contribution $R^{1/2}(1 + R^{1/2}|x + y|)^{-\alpha - 5/6}$ comes from the integral $J$ mentioned in the beginning. Note that $J$ is defined in terms of $\varphi^*$. Since $\varphi^*$ is obtained from $\varphi$ by replacing $y$ by $-y$, the estimation of $J$ does not pose any new problem. If we replace $y$ by $-y$ in the estimate obtained for $I$, we get the estimate for $J$. $R \int g(R(t + k\pi))G(t, x, y)dt$ the integrals mentioned before are easy to estimate. Each of them gives an estimate $k^{-\alpha - 1}$ times $R^{1/2}(1 + R^{1/2}|x - y|)^{-\alpha - 5/6} + R^{1/2}(1 + R^{1/2}|x + y|)^{-\alpha - 5/6}$ and so we can sum the series to get the final estimate.

5. **Summability results for the Hermite expansions**

In this section we prove all the results mentioned in the introduction concerning the summability of the Hermite series. All the theorems of this section are easy consequences of the main estimate proved in the last section. Recall that we have

\begin{equation}
|S_R(x, y)| \leq C \{E_R(x - y) + E_R(x + y)\}
\end{equation}

where $E_R(x) = R^{1/2}(1 + R^{1/2}|x|)^{-\alpha - 5/6}$. The Riesz means $S_R(\alpha)f$ of an $L^p$ function $f$ are given by $S_R(\alpha)f(x) = \int S_R(x, y)f(y)dy$. Let us denote by $f^*$ the function defined by $f^*(x) = f(-x)$ and by $E_Rf(x)$ the convolution of $f$ with $E_R(x)$. Then we have

\begin{equation}
|S_R(\alpha)f(x)| \leq C \{E_R|f|(x) + E_R|f^*|(x)\}.
\end{equation}

We are now ready to prove the following theorem. In what follows we assume that $f$ is nonnegative without losing any generality.

**Theorem 5.1.** Assume that $\alpha > 1/6$ and $1 \leq p < \infty$. The Riesz means of order $\alpha$ are uniformly bounded on $L^p$, i.e. there is a constant $C$ independent of $f$ and $R$ such that $\|S_R(\alpha)f\|_p \leq C\|f\|_p$ for all $f$ in $L^p$. As $R$ tends to infinity, $S_R(\alpha)f$ converges to $f$ in the norm.

**Proof.** The proof is very simple. Since $\alpha > 1/6$, $E_R(x)$ is an $L^1$ function. Therefore, it follows immediately that $\|E_Rf\|_p \leq C\|f\|_p$. This proves the
uniform boundedness. For a $C^\infty$ function with compact support it is clear that $S_R(\alpha)f$ converges to $f$ in the norm. In view of the uniform boundedness of $S_R(\alpha)$, a density argument shows that $S_R(\alpha)f$ converges to $f$ in the norm. Hence the theorem.

Let us now recall a few facts about the Hardy-Littlewood maximal function defined as follows:

\begin{equation}
\Lambda f(x) = \sup_{h>0} (2h)^{-1} \int_{-h \leq y \leq h} |f(x-y)| \, dy.
\end{equation}

For $1 < p < \infty$, $\Lambda$ is bounded on $L^p$. When $p = 1$, we have the following weak type inequality:

\begin{equation}
|\{x : \Lambda f(x) > \lambda\}| \leq C\lambda^{-1} ||f||_1.
\end{equation}

Many maximal functions are dominated by the Hardy-Littlewood maximal function. One such maximal function is given by the following. Given $g$ in $L^1$ and $\varepsilon > 0$, we can consider the family \{$g_{\varepsilon} f$\}. Then we have \( \sup_{\varepsilon > 0} |g_{\varepsilon} f(x)| \leq C \Lambda f(x) \). In particular, this applied to $E_R(x)$ gives

\begin{equation}
\sup_{R>0} |E_Rf(x)| \leq C \Lambda f(x).
\end{equation}

The following theorem will be used in the proof of the next theorem. See Stein [23] for a proof.

**Theorem.** Let $T_\varepsilon$, $\varepsilon > 0$, be a family of linear operators mapping $L^p$ functions into measurable functions. For each $h$ in $L^p$ define $Mh(x) = \sup_{\varepsilon > 0} |T_\varepsilon f(x)|$. Suppose there is a constant $a > 0$ and a $q \geq 1$ such that $|\{x : Mh(x) > 1\}| \leq (a\lambda^{-1} ||f||_p)^q$. If there is a dense subset $D$ of $L^p$ such that $\lim T_\varepsilon g(x)$ exists and is finite a.e. whenever $g$ is in $D$, then for each $f$ in $L^p$ $\lim T_\varepsilon f(x)$ exists and is finite almost everywhere.

Consider the family of operators \{$S_R(\alpha)$\}. Let $M$ be the associated maximal function, i.e. $Mf(x) = \sup_{R>0} |S_R(\alpha)f(x)|$. For this maximal function we have the following theorem.

**Theorem 5.2.** Assume that $\alpha > 1/6$. There is a constant $C > 0$ such that the following hold:

\begin{equation}
||Mf||_p \leq C ||f||_p, \text{ for all } f \text{ in } L^p, 1 < p < \infty,
\end{equation}

\begin{equation}
|\{x : Mf(x) > \lambda\}| \leq C\lambda^{-1} ||f||_1, \text{ for all } f \text{ in } L^1.
\end{equation}

We also have a.e. convergence: for $f$ in $L^p$, $1 \leq p \leq \infty$, $S_R(\alpha)f$ converges to $f$ a.e. as $R \to \infty$.

**Proof.** In view of the foregoing observations it is clear that

\[ Mf(x) \leq C \{\Lambda f(x) + \Lambda f^*(x)\}. \]
(5.6) and (5.7) follow from the boundedness properties of the Hardy-Littlewood maximal function. The a.e. convergence follows from (5.6) and (5.7) by means of the above theorem.

Next we proceed to prove the analogues of the Fejér-Lebesgue theorem and Riemann’s localisation principle. The following arguments are taken from Peetre [20]. See Hormander [11] also. We will get an estimate for $E_R f(x)$ when $f(y)$ vanishes for $|x - y| < r < 1$. By Hölder’s inequality we have $|E_R f(x)| \leq C R^{1/2} (1 + R^{1/2} r)^{-a-5/6} \|f\|_1$. We will first prove

**Proposition 5.1.** Assume that $\alpha > 1/6$ and $f$ belongs to $L^p$, $1 \leq p \leq \infty$. Then we have

$$(5.8) \quad |E_R f(x)| \leq C \left\{ \|f\|_p + \sup_{0 < r \leq 1} \left( r^{-1} \int_{|x-y| < r} |f(y)| \, dy \right) \right\}.$$ 

**Proof.** Let $f_0(y) = f(y)$ for $|x-y| > 1$ and 0 otherwise. For $k \geq 1$, we define $f_k(y)$ by setting

$$(5.9) \quad f_k(y) = f(y) \quad \text{for} \quad 2^{-k} \leq y \leq 2^{-k+1} \quad \text{and} \quad 0 \text{ otherwise}.$$ 

Then in view of the above observations we have

$$(5.10) \quad |E_R f(x)| \leq \sum_{k \geq 0} |E_R f_k(x)|$$

$$\leq C \left\{ \|f\|_p + R^{1/2} \sum_{k \geq 1} (1 + 2^{-k} R^{1/2})^{-a-5/6} \|f_k\|_1 \right\}.$$ 

If we set $F = \sup_{0 < r \leq 1} (r^{-1} \int_{|x-y| < r} |f(y)| \, dy)$ we obtain $\|f_k\|_1 \leq CF 2^{-k}$ so the sum can be estimated by $\sum_{k \geq 1} 2^{-k} R^{1/2} (1 + 2^{-k} R^{1/2})^{-a-5/6}$. The sum converges even when it is extended from $-\infty$ to $\infty$, provided $\alpha > 1/6$. It is then a bounded function of $R$ for it is clearly locally bounded and it remains unchanged if $R$ is replaced by $2^{2k} R$. Hence we obtain the estimate $|E_R f(x)| \leq C \{\|f\|_p + F\}$.

We recall one more definition. A point $x$ is said to be a Lebesgue point of an $L^p$ function $f$ if the following holds:

$$\lim_{r \to 0} r^{-1} \int_{|x-y| < r} |f(x) - f(y)| \, dy = 0.$$ 

We can now state and prove

**Theorem 5.3 (Fejér-Lebesgue).** Assume that $\alpha > 1/6$ and $f$ belongs to $L^p$, $1 \leq p \leq \infty$. If $x$ and $-x$ are both Lebesgue points of $f$ then $S_R(\alpha)f(x)$ converges to $f(x)$ as $R$ tends to infinity.

**Proof.** The theorem is clearly true for $C^\infty$ functions with compact support. Replacing, if necessary, $f(y)$ by $f(y) - f(x) g(y) - f(-x) g(-y)$ where $g$ is a
$C^\infty$ function such that $g(x) = 1$ and $g(-x) = 0$ we can assume that $f(x) = 0$ and $f(-x) = 0$. Thus, we are given that

$$\lim_{r \to 0} r^{-1} \int_{|x-y|<r} |f(y)| \, dy = 0,$$

(ii) $$\lim_{r \to 0} r^{-1} \int_{|x+y|<r} |f(y)| \, dy = 0.$$

Let $B$ be the Banach space of measurable functions with the norm

$$\|f\|_B = \|f\|_p + \sup_{0<r<1} \left( r^{-1} \int_{|x-y|<r} |f(y)| \, dy \right) + \sup_{0<r<1} \left( r^{-1} \int_{|x+y|<r} |f(y)| \, dy \right).$$

Every $f$ in $L^p$ satisfying (i) and (ii) belongs to the closure of $B \cap C_0$ and $S_R(\alpha)f(x)$ converges to $f(x)$ for such functions. Therefore, we only have to show that $\sup_R \|S_R(x,y)f\|_{B^*} < \infty$, where $\|g\|_{B^*}$ is the norm dual to $\| \cdot \|_B$ which is given by $\|g\|_{B^*} = \sup \| \int g(y)f(y) \, dy \|$ where the sup is taken over all $f$ with $\|f\|_B \leq 1$. But in view of Proposition 5.1 we immediately obtain $|\int S_R(x,y)f(y) \, dy| \leq C\|f\|_B$. Hence the theorem.

We remark that in the classical Fejér-Lebesgue theorem for the Fourier series it was only required that $x$ is a Lebesgue point of $f$. A similar remark applies to the following Riemann’s localisation principle. As opposed to the case of the Fourier series where the vanishing of $f$ is assumed only near $x$, now we have to assume that the function vanishes near $-x$ as well.

**Theorem 5.4 (Riemann’s localisation principle).** Assume that $\alpha > 1/6$ and $f$ is in $L^p$, $1 \leq p < \infty$. If $f$ vanishes near $x$ and $-x$, then $S_R(\alpha)f(x)$ converges to 0 as $R$ tends to infinity.

**Proof.** The proof is similar to that of Theorem 5.3. We consider the Banach space $E$ of measurable functions $f$ which vanish for $|x-y|<r$ and $|x+y|<r$, $r$ is a fixed number, with the norm defined by

$$\|f\|_E = \left( \int_{|x-y|>r} |f(y)| \, dy \right) + \left( \int_{|x+y|>r} |f(y)| \, dy \right)$$

and proceed as in the previous theorem.

Finally we consider the summability below the critical index. The case $\alpha = 0$ was settled by Askey and Wainger in [3]. They proved that the partial sum operators $S_n$ of the Hermite expansion are uniformly bounded on $L^p$ if and only if $4/3 < p < 4$. To settle the case $0 < \alpha < 1/6$ we use the complex interpolation methods of Stein.

Consider a family $T_z$ of linear operators depending on a complex parameter $z$. Assume that the following three conditions are satisfied: (1) for each $z$, $0 < \text{Re} \, z < 1$, $T_z$ is a linear transformation of simple functions into measurable functions, (2) when $\varphi$ and $\psi$ are simple functions then the function $\Phi(z) = \int T_z \psi(x) \varphi(x) \, dx$ is analytic in $0 < \text{Re} \, z < 1$ and continuous in $0 \leq \text{Re} \, z \leq 1$. 


and (3) \( \sup_{|y| \leq r} \sup_{0 \leq x \leq 1} \log |\Phi(x + iy)| \leq Ae^{a\pi}, \ a < \pi; \ A \) and \( a \) may depend on \( \phi \) and \( \psi \). For such a family Stein [25] proved the following result.

**Theorem (Stein).** Suppose that \( 1 \leq p_1, p_2, q_1, q_2 \leq \infty \) and that \( 1/p = (1 - t)/p_1 + t/p_2, \ 1/q = (1 - t)/q_1 + t/q_2 \) where \( 0 \leq t \leq 1 \). Assume that whenever \( f \) is simple the following inequalities hold:

\[
\|T_{iy}(f)\|_{q_i} \leq A_0(y)\|f\|_{p_i},
\]

\[
\|T_{1+iy}(f)\|_{q_2} \leq A_1(y)\|f\|_{p_2}.
\]

Suppose further that \( \log A_i(y) \leq Ae^{a|y|}, \ a < \pi \) for \( i = 1, 2 \). Then we have

\[
\|T_{i}(f)\|_{q} \leq A_t\|f\|_{p}.
\]

We can now prove the following theorem regarding the uniform boundedness of \( S_R(\alpha) \) when \( \alpha \) is smaller than \( 1/6 \).

**Theorem 5.5.** Assume that \( 0 < \alpha < 1/6 \) and \( f \) belongs to \( L^p \). Then \( S_R(\alpha) \) are uniformly bounded on \( L^p \) if and only if \( 4/(6\alpha + 3) < p < 4/(1 - 6\alpha) \).

**Proof.** The only if part has been already proved in Theorem 2.1. To get the if part we interpolate between the results \( \alpha = 0 \) and for \( \alpha > 1/6 \). Consider the family of operators \( T_zf \) defined by \( T_zf = S_R(\alpha(z))f \) where \( \alpha(z) = (1/6+\varepsilon)z, \ \varepsilon > 0 \). That this family satisfies the conditions of Stein's theorem can be verified as in Hormander [11]. Applying Stein's theorem and then letting \( \varepsilon \) tend to 0 we get the theorem.
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