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1 Introduction

In this paper, we consider a long run average (ergodic) problem of opti-
mal control of non-linear singularly perturbed (SP) stochastic differential
equations (SDE), in which the singular perturbations parameter € > 0 is in-
troduced in such a way that the state variables are decomposed into a group
of slow variables that change their values with rates of the order O(1), and
a group of fast ones that change their values with rates of the order O( %)

Singularly perturbed problems of control and optimization have been
studied intensively in both deterministic and stochastic settings (see clas-
sic texts [7], [23], [25], [29] and most recent publications [1], [2], [3], [4], [5],
6], [12], [14], [15], (16], [17], [18], [20], [21], [22], [26], [28], [30], [31]). Prob-
lems of optimal control of SP SDE have been studied in [1], [7], [12], [21],
[25], where earlier references can also be found.

In [12], in particular, it has been established in a very general set-up
that, for the problem of optimal control of SP SDE considered on a finite
time interval, the limiting problem (obtained when the singular perturbation
parameter tends to zero) is an averaged problem, in which the slow dynamics
is controlled by stationary marginal distributions of the fast dynamics, ob-
tained with the slow state variables kept “frozen” (note that a deterministic
counterpart of this result has been obtained in [17]).

In this article, we continue the line of research started in [12] by estab-
lishing the validity of a similar limit behavior for long run average problems
of optimal control of SP SDE (referred in the sequel as SP ergodic control
problems). Note that in our study we restrict ourselves to the case of non-
degenerate diffusions and thus our results complement earlier results obtained
in the purely deterministic setting in [18]. Our analysis is largely based on
the stability and control theory for non-degenerate diffusions established in
8], [9] and [11].

The paper is organized as follows. We introduce the singularly perturbed
ergodic control problem in the next section. Our objective will be to relate
this problem to the ergodic control problem for the ‘averaged’ system ob-
tained in the ¢ — 0 limit, i.e., to prove that the latter (lower dimensional)
problem is a valid approximation to the above problem for small e. The
exact definition of the averaged problem is deferred till later after the ap-
propriate terminology has been introduced. Section 3 recalls some known
facts about ergodic control, notably the basic existence result (Theorem 3.1
below). Section 4 is devoted to some preliminaries, in particular the defini-



tion of the averaged control problem. Section 5 shows that the optimal cost
for the averaged problem serves in general as an asymptotic lower bound for
the optimal cost for the original problem in the € | 0 limit (Corollary 5.1).
Section 6 shows that in the special case of the control entering the drift in
an affine manner and the running cost strict convex in the control, it is in
fact the exact limit (Theorem 6.1). This result is extended to a more general
case in section 7 under some technical assumptions (Theorem 7.1). Section
8 discusses the ‘stable case’, where a blanket stability condition is imposed
on the controlled diffusion. Section 9 concludes with some discussion, which
includes some directions for future research.

2 The control problem

Let € > 0. We consider the coupled pair of stochastic differential equations
in R4 x R* given by

dz*(t) = h(z(t),2°(t), u(t))dt + (2°(t))dB(1), (1)

dx(t) = 1m(z€(t),x5(t),u(t))dt—l—\}Ea(ze(t),xg(t))dW(t). (2)

Here:

e For a prescribed compact metric action space 4, h: R¢xR*x A — R,
7 RE—= R m i RIXRSx A — R, 0: RYx RS — R>®, are
Lipschitz in the first and second (if any) arguments uniformly w.r.t.
the third (if any),

e The least eigenvalues of v(2)v(2)T, o(2, 7)o (2, x)T

away from zero (non-degeneracy assumption).

are uniformly bounded

e The initial values are fixed: (2¢(0),2(0)) = (20, zo),

e B(:),W(:) are resp. d— and s—dimensional independent standard
Brownian motions,

e () is an A—valued control process with measurable paths satisfying
the non-anticipativity condition: for t > s, (B(t) — B(s), W (t) —W(s))

is independent of F; “ the completion of
ﬂs/>sa(z€(y), xe(y)v u(y)> y < 3,)-
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We call such u(-) an admissible control.

We shall impose further restrictions on A, h, m later. The ergodic control
problem is to minimize over all admissible u(-) the ‘ergodic cost’
1 rt
lim— [ E[k(z(s),z(s),u(s))]ds. (3)

ttoo t Jo
Here k: R? x R®* x A — R* is a continuous map satisfying

" li)r‘l‘q irulfk(z,x,u) = 0. (4)

We shall discuss a possible relaxation of this condition later. We also assume:

(1) There exists an oo > M > 0 such that for each € € (0,1), the cost for at
least one admissible u(-) is < M.

We shall work with the weak formulation of the above control problem and
assume that u(-) is a relazed control. That is, for some compact metric space

AL A=PA) “ the space of probability measures on A’ with the Prohorov
topology. Moreover, all functions above of the form f(---,u(t)) (specifically,
k and the components of h,m) are of the form [ f'(---, y)u(t, dy) for an f’
satisfying the same conditions as f except that the factor A of its domain
is replaced by A’. See [9], Chapter I, for more on this. As above, P(Z) for
a Polish space Z will denote the Polish space of probability measures on Z
with the Prohorov topology (][9], Chapter 2).

Furthermore, we assume that the following ‘stochastic Liapunov’ condi-

tion holds: Define L : C’Q(RS)(déf the space of twice continuously differen-
tiable functions R® — R ) — Cy(R4 x R* x A’) by

def

Lf(z,x,u) = ;tr (a(z,m)aT(z,x)VQf(xD +(Vf(x),m'(z,z,u)) (5)

V f € C?(R?). Then there exists a V € C?(R?),g € C(R? x R®), such that
limy|g)j—0e V(2) = 00, limy|3)|—00 9(2, ) = 00 uniformly in z belonging to any
compact subset of R?, and

LV (z,z,u) < —g(z,x). (6)



3 Ergodic control

We now recall from [9], Ch. VI, some facts about ergodic control appli-
cable to the above framework. For this purpose, we introduce the no-
tion of a Markov control as a u(-) of the form w(t) = v(2(t),z(t)) Vt
for a measurable v : R? x R®* — A. By a standard abuse of terminol-
ogy, we identify this u(-) with the map v. Note that under a Markov con-
trol, (z¢(+),z¢(:)) will be a time-homogeneous Markov process. In turn, v
will be said to be a stable Markov control if the resulting Markov diffusion
is positive recurrent and thus has a unique invariant probability measure

(p(dzdz). Furthermore, (3) will then equal [k'(z,z,u)v(du|z,z)(,(dzdx).
We call ®,(dzdzdu) et o(dzdz)v(du|z, x) the ergodic occupation measure
associated with v and denote by G the set of all ergodic occupation measures
®, as v varies over all stable Markov controls. This has another characteri-
zation as follows: Let

de

Lz m,u)
1

St (1T ()V (2.2)) + (Ve (2,2), W (2, 2,u))

+ 216757” (O’(Z, z)ol (z,7)V2f(2, 3:)) + 1<V$f(z, x),m'(z,z,u)),

where V,, Vz denote resp. the gradient and the Hessian in the variable y.

Also let C2(R+?) “/ the space of twice continuously differentiable functions
R4+s — R that vanish at infinity, along with their first and second order
partial derivatives.

Lemma 3.1 G = {® € P(R** x A') : [ LfdD =0 Vf € C3(RI*)}.

This follows by Lemma 1.1, p. 144, [9] (see [8] for a more general result).
Define the empirical measures v;,t > 0, and the average empirical measures
Dt,t > 0, by

[ ran [ R s) (), uls)ds,

[ g €L [ B G) (o), s,

for f € Cy(R¥s x A’). Let R* denote the one point compactification of
R4 x R® with ‘oo’ the point at infinity. Finally, let:
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g {® € P(R* x A’) : there exist some 0 < a <1, ¢ € G and ¢ €
P({oo} x A’) such that ®(B x B') = a¢((B x B') N (R x A")) + (1 —
a)¢' (B x B')N ({00} x A")) V B Borel in R*, B’ Borel in A’}.

Lemma 3.2 As ¢ | oo, iy — G* and 1y — G* a.s. in P(R* x A').

Lemma 3.2 is proved as in Ch. VI, [9]. The following consequence thereof
also follows as in #bid.

Theorem 3.1 There exists a stable optimal Markov control v} such that if ®}
is the corresponding ergodic occupation measure, then under any admissible

u(-),

1t
liminf — [ k(z(s),2(s), u(s))ds > /k:'dCD* a.s.,

ttoo  t Jo

liminf~ [ Elk(=*(s), 2(s), u(s))lds > [ waw:.

ttoo ¢ Jo

Remark One can in fact show that the v} can be taken to be precise, i.e.,
v’ (z,x) is a Dirac measure for all z, z. This is because the extreme points of
G correspond to precise controls, as proved in [13].

4 The averaged system

Setting 7 = £, 2/(7) = x(e7), 2/ (1) = 2°(e7), /(1) = uler), W'(7) = ﬁW(er),
(2) becomes

dr' (1) = m(2' (1), 2" (1), (7))dT + o (Z'(7), 2’ (7)) dW'(T),

which does not depend on € explicitly. To this we associate the ‘associated
system’

de' (1) = m(Z', 2 (1), (1))dr + o (2, 2'(7))dW' (1), (7)
where 2 is fixed, W’(-) a standard Brownian motion independent of 2’(0),
and admissibility of /() is defined by: for ¢ > s, W'(t)—W’(s) is independent
of Z, % the completion of Nesso (2 (1), 4 (1), W (1), 7 < §).



Let D, @ {e P(R* x A') : [ Lf(z,z,w)u(dzdu) = 0V f € C3(R®)}
where £ is as in (5). The next lemma in particular characterizes this as the
set of ergodic occupation measures for the associated system.

Lemma 4.1 D, = the set of u(dxdu) of the form p(dxdu) = n(dz)v(du|x),
where 7 is the unique stationary distribution for the time-homogeneous Markov
diffusion X (-) given by (7) when u(-) = v(X()) & v(du|X(-)). The set val-
ued map z — D, is convex compact valued and continuous. Furthermore,
for compact B C RY, U,cpD, is compact.

Proof The first claim follows from Lemma 1.1, p. 144, of [9]. That D, is
convex closed for each z is easily verified from the definition. Thus we need to
verify its relative compactness in P(R*® x A’). Since A’ is compact, it suffices
to verify the compactness of the corresponding marginals n(dz) in P(R?).
Under our assumption (6), this is proved in [11]. Next, let z, — 2z, and
fn € D, ¥V n,1<n<oo. Then: (i) {u,} are tight by arguments similar to
those used in [11], and, (i) any limit point p thereof is in D,__ - this is easily
verified from the definition of D,. Thus z — D, is upper semi-continuous.
Now fix a p(dzdu) = n,(dz)v(du|z) € D,_. Under z = z,, the stationary
Markov control v(du|x) leads to a unique stationary distribution 7,, (dz),1 <
n < oo. By our non-degeneracy assumption, the transition probabilities
for ¢t > 0 of the corresponding time-homogeneous Markov processes have
densities w.r.t. the Lebesgue measure. Therefore so do the corresponding
invariant probability measures {7, }. Let {x.,(-)} denote these densities.
We claim that they are pointwise bounded and equicontinuous. If pointwise
boundedness does not hold, x,, (z*) T oo for some z*. But {x.,} satisfy
(L2)*x., = 0, where

LE def ;tr (0(z,x)0T(z, x)Vi) + (m(z,z,v(x)), V),

and ‘(LZ)*" denotes its formal adjoint given by

C 1Y 53 oo ale o) (@) = 5 g (o)),

2555 7 O

By Harnack’s inequality (Theorem 8.20, p. 199, [19]), the ratio of the max-
imum to the minimum of x, (-) on any compact set must remain bounded



uniformly in n. Thus x,,(-) T oo uniformly on compacts, which contra-
dicts the fact that they are probability densities. Hence they are pointwise
bounded. By Theorem 8.24, p. 202, [19], they satisfy a uniform Hélder
continuity condition, which gives equicontinuity. In particular, y,, (-|z) are
uniformly continuous on compacts. The equation

[ £ @, (da) =0 f € CRR?) ®)

characterizes 7, (dx) and therefore y,, (-). Let n* denote a limit point of
., (dz) in P(R®) as n T co. By Arzela-Ascoli theorem, we may drop to a
subsequence if necessary and suppose that x., () — x*(-) in C'(R?). Then
for compactly supported f € C(R?),

/f(m)xzn(x)dmﬁ/f(x)x*(m)dx,

implying that n*(dx) = x*(x)dz. By Scheffe’s theorem ([10], p. 26), we have
N, (dx) — n* in total variation. Hence we can let n — oo in (8) to obtain

[ £ pdn =0v f € GHRe),

implying n*(dz) = n,_(dzr). Thus the lower semi-continuity of z — D,
follows. Together, upper and lower semi-continuity imply continuity of this
set-valued map. Compactness of U,cpD, is proved by an argument similar
to that used for proving upper semi-continuity. O

In particular, it follows that {(z,u) : 2 € R*,u € D,} is closed and
{(z,p) : z € B, € D,} is compact for compact B C R®. Define

M) WG wdedu),
k(z,p) < /k’(z,x,u)u(dwdu).
The averaged system is defined by

dz(t) = h(2(t), p(t))dt +~(2(t))dB'(t), (9)
/J(t) € Dz(t) Yt (10)

Here z(0) = z, (the same as in (1)), B'(+) is a standard Brownian motion in
R?, and p(-) satisfies (10) and the non-anticipativity condition: for ¢t > s > 0,
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B'(t) — B'(s) is independent of z(y), B'(y), u(y),y < s. We may view p(-) as
the ‘effective control process’ for the averaged system. The objective for the
averaged control problem is to minimize

lim sup 1E[ / "R (s), pu(s))ds

tToo

over all admissible p(-). By analogy with section 2, we call u(-) a Markov

control if u(t) = q(z(t)) e q(dzdulz(t)) Vt, identified with the measurable
map q. Call it a stable Markov control if in addition the resulting time homo-
geneous Markov process z(+) is positive recurrent. In the latter case, z(-) will

have a unique invariant probability distribution ¢,(dz) and the corresponding

ergodic occupation measure I'(dzdzdu) s ©0q(dz)q(dzdulz). Let Q denote

the set of such I'. Then as before, one has the following characterization.

Define £ : C3(R%) — Cy(R% x P(R® x A"))) by

£f () = ytr (V) +{V F(2), Bz )

Lemma 4.2
Q = {¢=q(dzdu|2)d(dz) € P(R* x R* x A') : q(-|2) € D, Vz,
[ £z aldwdulz))o(dz) = 0 [ € C3(RY)}.

This is immediate from by Lemma 1.1, p. 144, [9]. We have then the
following counterpart of Theorem 3.1, proved analogously.

Theorem 4.1 There exists a stable optimal Markov control ¢* for the aver-
aged system such that if I'*(dzdzdu) = ¢*(dzdu|z)p*(dz) is the corresponding
ergodic occupation measure, then for any admissible yu(-) as above,

t

1
liminf = [ Ek(z(s),u(s))ds > /k/dF* a.s.,

ttoo ¢ Jo
1t -
lirtrTlinfE Elk(z(s), pu(s))]ds > /k'dF*.
o0 0

Let Q,, denote the set of optimal ergodic occupation measures, i.e.,
Argmin{[k'd¢ : ¢ € Q}. Also, write ¢*(dxdulz) above as ¢*(dzdul|z) =
v*(dulz, z)n*(dx|z).



5 A lower bound
We now consider the € | 0 limit. Let ®? be as in Theorem 3.1 above. Then

by (f) and (4), it follows that {®*, e € (0,1)} is tight. Let &} be a limit point
thereof in P(RIT x A').

Theorem 5.1 ¢ € Q.

Proof Disintegrate @ as

O (dzdxdu) = ¢
= ¢

(dz)p(dzdul|z)
(dz)n(dx|z)v(du|z, x).
(In particular, u(dzdulz) =

(dz|z)v(dulz, x).) Let f € C3(R?),g € C§(R®).
Let € | 0 in the equation € [ £(

9)d®* = 0 to obtain

/f(z)/Eg(z,x,u),u(dxdu]z)go(dz) = 0. (11)

Then as (11) holds for all f € C2(R?), we conclude that for p—a.s. z,

/Eg(z,x,u)du(dxdu\z) =0,

implying that p(dxdu|z) € D,. The qualification ‘p—a.s.” may be dropped
by choosing a suitable version. Now for » € C§(R?) (i.e., h is a function of
z € R4 alone), let € | 0 in [ Lhd®? = 0 to obtain

/ﬁhdcp;; - /[’,h(z,u(-|z))go(dz) —0. (12)

By Lemma 1.1, p. 144, [9], (12) implies that ¢ is the unique stationary
distribution under p for the averaged system. It follows that ®f € Q. a

Corollary 5.1 liminf | [ k'd® > [ kdl*.

This shows that the optimal ergodic cost for the averaged problem pro-
vides an asymptotic lower bound (as € | 0) for the optimal ergodic cost of the
original problem. To show that it is in fact a valid approximation, we must
replace the ‘liminf” by ‘lim’ in the above and the inequality by an equality.
We shall do so under additional assumptions in the following sections.
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6 Main results - the affine case

Assume the following;:

e (*) A’ is a compact subset of R™ for some m > 1 and for each z,z,
h'(z,z,-), m'(z,x,-) are componentwise affine and k'(z, x,-) is strictly
convex.

o (**) [[W(z,2,u)ll = o(K'(2,2,u)) as |[(z,2)|| T oo and

sup [F (2,2, u)|'** < Kg(z,2)

for some K,a > 0 and g as in (6).

The next lemma, which uses only (*) and (**), shows in particular that v*
above is unique. Thus we can state our third assumption:

o (¥*¥) v*(z,2) el v*(du|z, ) is a stable Markov control for (1), (2) for
sufficiently small € > 0 (say, € < ¢) and the corresponding stationary
distributions, denoted (¢(dzdx),0 < € < €, are tight.

A stochastic Liapunov condition along the lines of (6) can be given to ensure
this.

Lemma 6.1 v*(du|z,x) above is unique and continuous in z, z.

Proof By Theorem 3.3, p. 163, [9], a necessary and sufficient condition for
the optimality of ¢* is that ¢*(z) minimize the function

po— k(z, 1) +(VE(2), h(z, ), (13)

over D, for a.e. z, where ¥ € C?(R%) is the value function for the ergodic
control problem for the averaged system3. We may drop the qualification

3[9] proves the existence of a C? value function and the associated ‘verification theorem’
for nondegenerate diffusions with bounded coefficients and the so called ‘near-monotone’
cost, for the case when the control space is state-independent. The latter would correspond
to D, being independent of z in the present set-up. Condition (4) is a special case of near-
monotonicity. The modifications required to handle the more general Lipschitz coefficients
and state-dependent control space needed here are minor in view of the continuity of the
set-valued map z — D, already established.
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‘for a.e. z’ by taking an appropriate version. Now for fixed z, consider the
ergodic control problem for the associated system (7) with cost
1 ot

lim sup 7 E[l,(2'(s),a(t))]ds,
00 0

where £, € C(R® x A’) is defined by
C(w,a) & K (2, 2,0) + (VU(2), 1 (2,2,0)).

Since D, is precisely the set of ergodic occupation measures for the associated
system, ¢* is the optimal ergodic occupation measure for the above problem.
By (**), Theorem 3.3, p. 163, can be applied again to this new control
problem, in order to conclude as above that v*(du|z, z) minimizes

K — /(@(x, )+ AV, (2), m (2, z, ) )dr,

where U, € C?(R?) is the value function for this new ergodic control prob-
lem?*. By Theorem 2.1, p. 183, [9], it follows that the map (z,z) — V¥, (z)
is continuous. By (*), the above minimum is attended at a unique point. It
is easy to see then that this point will depend continuously on z,z. That is,
(z,z) — v*(z,x) is continuous. O

Remark: Note that v*(z,2) will in fact be Dirac for all z, z.

Recall the measures ¢*, I'* from Theorem 4.1.
Corollary 6.1 ¢*, I'* are unique.
Proof Since ¢*(dzdu|z) = n*(dx|z)v*(du|z, ) where n*(dx|z) is the unique
stationary distribution for the associated system under v*(du|z, z), unique-
ness of ¢* follows. In turn, I'(dzdzdu) = ¢*(dzdu|z)p*(dz) where ¢* is
the unique stationary distribution of the averaged system under ¢*(dzdu|z).

Thus I'* is unique. O

Let
d,(dzdzdu) wf (dzdz)v*(du|z,x), e € (0, €),

4Note that for each z, this cost function satisfies a condition akin to (4) and thus the
above remarks apply.
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and v* as above.

Theorem 6.1 ¢, — Qupt iIn P(RE x R x A').

Proof In view of Theorem 5.1, it suffices to prove that

lim [ Kdd, = / KT, (14)

Let (¢(dzdx) — ((dzdx) = ¢(dz)n(dz|z) along a subsequence as e | 0. In
view of the continuity of v*(dul-,-), we may pass to the limit along this
subsequence in

e/ﬁf(z,x,u)v*(du!z,x)(e(dzdx) =0, fe Cg(Rd“),
to obtain
/Ef(z,x,u)v*(du|z,x)f(dzdx) =0, f € CZ(RM™).

Argue as in Theorem 5.1 to conclude that 7(dz|z) is in fact the unique
stationary distribution for the associated system controlled by v*(dul|z,x)
(i.e., N(dx|z) = n*(dx|z)) for p—a.s. z. The latter qualification may be
dropped by choosing an appropriate version. Recall that ¢*(dzdu|z) =
n*(dz|z)v*(du|z, x) for all z. Let € | 0 in

/ﬁf(z,:c,u)v*(du|z,:c)§6(dzdx) =0,

for f € C2(R?) (i.e., f is a C? function of the z variable alone). An argument
similar to the above then yields

[ L1z (12)@ldz) =0, | € CRRY).

Thus ¢(dz) is the unique stationary distribution for the averaged system
controlled by the stable Markov control ¢*, i.e., » = ¢*. Then

~

v*(du|z,z)((dzdx) = ' (dzdxdu).

That is, ® — I'*. By (6) and Theorem 8.3 of [11], [ gd® is uniformly
bounded as ® varies over Q. By the second half of (**), it then follows that
k' is uniformly integrable over Q. Hence (14) holds. O
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7 Main results - the general case

Now we drop (*). Define v;(du|z,z),d > 0 small (say, 6 € (0, d]), by
/fvg‘(du\z,a:) et //fv*(du\z',x')m;(z — 2 x—2)ddd!, feC(A),

where {75 : R — R,§ € (0,0} are smooth approximations to the
Dirac measure, i.e., compactly supported C'*° probability density functions
such that 75(z,2)dzdz — &) in P(R¥) as § | 0. In the following,
vg(dulz, ) = v*(du|z,z) and all quantities with subscript § = 0 correspond

to it. Replace (***) by (A1), (A2) below:

(A1) vi(z,2) = vy (du|z,z) is a stable Markov control for (1), (2) for 0 €
[0, 60], € € (0, €0). Furthermore, there exists a § € C(R™*) satisfying:

sup [k (z, 2, u) | < Kg(z, ), (15)

such that the stationary distributions of (1), (2) corresponding to {vi}, de-
noted by (§(dzdx),0 < € < €, satisfy:

sup [ §(z,2)(5(dzdx) < o0 (16)

0<e<eg

for each § € [0, dg].

Once again in view of our non-degeneracy assumption, the transition
probabilities for ¢ > 0 of the time-homogeneous Markov process described by
(7) under Markov control v}, € [0, do], have densities w.r.t. the Lebesgue

measure. Therefore so do the corresponding invariant probability measures
Ns(dx|z). Let xs(z|z) denote this density. Let fis(dxdu|z) s ns(dx|z)vs(du|z, )
and @5 the unique stationary distribution for (9) under the Markov control
fis. Let (9(dzdz) Y fis(dz|2)@s(dz) and ®(dzdadu) Y O(dzdz)vi(dulz, z)
for § as above. Note that <I>8 € Qopt. We also assume:

(A2) fis(dzdulz) is a stable Markov control for (9) for § € [0, dg], and for §
as above,

sup | g(z,7)( (dzdw) < oo. (17)
6€[0,00]
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In view of the results of [11], this implies in particular that (¥, € [0, do],
and therefore @s,0 € [0, o], form tight sets.

Lemma 7.1 As (0,,2,) — (d,2) in [0,0%] x R%, 75, (dz|2,) — fis(dz|2) in

total variation.

Proof This follows by an argument based on Harnack inequality as in the
proof of Lemma 4.1, using the fact that xs(-|z) will be equicontinuous point-
wise bounded. a

Lemma 7.2 [k'd®) — [K'dD] as d | 0.

Proof By (17) and the results of [11], ¢s,d € [0, do], are tight. Let ¢ be any
limit point of @5 as d | 0. Since s is characterized by

[ L5 s 1) @s(d2) =0, f € CHR), (18)

an argument based on the Harnack inequality analogous to that of Lemma

4.1 implies that this convergence is in fact in total variation. Now for f &€
Cb(Rd X R?® X A/),

/f(z,x,u)vg(du\z,a:) —>/f(z,x,u)v§(du|z,x) a.e.
Hence by Lemma 7.1,
//f z, x,u)vi(du|z, x)Ns(dx|2) //f z, x,u)vy(du|z, )Ny (dz|2)
a.e., which in turn leads to
J | [ 1 upidulz,2)is(del)zs(d2)
— [ [ ] few i (dulz 2yin(del)go(d)
In particular, letting 0 | 0 along an appropriate subsequence in (18), we have
[ Lol 1)p(d2) = 0, f € C2(R?), (19)
ie., p = @o. Thus Y = us(drdu|z)@s(dz) — B = po(dedu|z)po(dz) as

d 1 0. (15), (17) ensure uniform integrability of & under these, which in turn
implies the claim. O
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Going back to (1), (2), let u(-) = v} (2¢(+), 2°(-)) and ®§ € P(RIxR* x A)

the corresponding ergodic occupation measure for § > 0.
Lemma 7.3 [K'd®§ — [K'dP) as e | 0.

The proof goes along similar lines using (16) in place of (17), and is
omitted.

Theorem 7.1 lim, o [ k'd®} = [ K'dDj.
Proof Fix a > 0 and take 6 > 0 small enough such that
/ 0 / 0 «
|/l<:d<I>6—/kd<I>0| <%
Then pick € > 0 small enough so that

|/k:’d<1>g—/k'dq>g| <%

Thus
limsup [ £'d®’ < limsup [ k'd®j
€l0 €l0
< / KD + o
Since « > 0 is arbitrary, the claim follows in view of Corollary 5.1. O

We conclude this section by pointing out a routine extension of the con-
dition (4): it can be replaced by the weaker requirement

lim inf k(z, x,u) > §* = sup [¢, (20)

[|2]| =00 @,u 0<e<eg
for some ¢y > 0, where 3¢, ¢ > 0, is the optimal cost for the ergodic control
problem (¢ = 0 corresponds to the same for the averaged problem). This
goes exactly along the lines of Chap. VI, [9]. Since in particular this pre-

supposes that ¢ are uniformly bounded for ¢ € (0, ¢;), we may replace the
‘SUPg<c<(, B above by ‘supg., 5 in view of Theorem 5.1.
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8 The stable case

We briefly indicate the corresponding developments when a blanket stability
condition is available. We do not assume (4) or its generalization (20), but
require that k" be bounded from below. Suppose for € € (0, ¢€y) there exist
A, a. > 0,B € R** bounded and V) € C?(R¥*),i = 1,2, such that
Ve(i) > O, hmH(z,x)Hﬂoo l/;(i)(z,x) = oo for i = 1, 2, and,
LV (z,zu) < —A, (21)
LV (z,x,u) < —aVV(z2), (22)
for (z,2) ¢ B. Let T £ inf{t > 0 : (2°(¢),z°(t)) € B} and 7y o inf{t >
0 : ||(2°(2),z°(t))|| > N}, N > 1. Then 7n T oo and for (29,z0) ¢ B, the
[to-Dynkin formula and (21) lead to
EVO (1 ATy), 25(1 ATn))] — VI (20, 20) < —AE[T A Tn].
Letting N T oo and rearranging terms, we have

V. (2, z0)

Eir| <
7] A,
Similarly from (22) we get

B[ VO o).y < Y Conto),

Qe

and therefore
1
5E[(r ATN)F] =
’T/\’i_'N
= B[ (rary -0
0

TAT
- E[/O Y Elr ATy — t)F]dt]

]_ ’T/\’T_'N
< B[ VG, (0)dl
A, 0
1
< EV@)(ZO,J?O)-
Letting N T oo,
2
E[r?] < CLEAEV( (20, m0).



In view of this, one can argue as in Ch. VI, [9], to conclude Theorem 3.1.
Conditions similar to (21), (22) imposed on (9) ensure Theorem 4.1. Next, for
obtaining the counterparts of the results of section 6 above for the affine case,
assume the additional conditions stipulated in section VI.4 of [9] to ensure
the existence of C? value functions for the two ergodic control problems that
feature in the proof of Lemma 6.1. The rest remains as before.

9 Some future directions

We conclude by pointing out some further possibilities. We have not allowed
o to depend on the control variable u or v to depend on either u or =.
This is because such dependence would lead to a diffusion matrix which
is measurable but not necessarily continuous under a Markov control (for
the averaged system in the latter case). Even in the non-degenerate case,
only the existence of weak solutions is known for this level of generality, not
their uniqueness [24], [27]. It may be possible to work with ‘set of all weak
solutions’ in place of the unique weak solution and extend the foregoing.
In the degenerate case, even with the existing form of (1), (2), there are
problems. The results of [8] extend the characterization of ergodic occupation
measures from Lemma 1.1, p. 144, [9], which allows us to prove Theorem 5.1
under suitable hypotheses. But Theorem 6.1 is a more difficult proposition
due to lack of ergodicity and other problems.
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