arxiv:1009.5219v1 [quant-ph] 27 Sep 2010

Classical and Quantum Fisher Information in the Geometrical For mulation

of Quantum Mechanics

Paolo Faccht;22 Ravi Kulkarni? V. I. Man’ko,® Giuseppe

Marmo® 73 E. C. G. Sudarshahand Franco Ventriglfa’3

IDipartimento di Matematica, Universitdi Bari, 1-70125 Bari, Italy
2INFN, Sezione di Bari, 1-70126 Bari, ltaly
SMECENAS, Universit Federico Il di Napoli & Universi di Bari, Italy
4Vivekananda Yoga Research Foundation, Bangalore 560 ®@iia |
5P. N. Lebedev Physical Institute, Leninskii Prospect 53sddav 119991, Russia
Dipartimento di Scienze Fisiche, Univegsiti Napoli “Federico 11", 1-80126 Napoli, Italy
’INFN, Sezione di Napoli, 1-80126 Napoli, Italy
8Department of Physics, University of Texas, Austin, Te8¥dZ, USA
(Dated: September 28, 2010)

The tomographic picture of quantum mechanics has broughdléscription of quantum
states closer to that of classical probability and stastDn the other hand, the geometrical
formulation of quantum mechanics introduces a metric teasd a symplectic tensor (Her-
mitian tensor) on the space of pure states. By putting theseaspects together, we show
that the Fisher information metric, both classical and ¢uan can be described by means

of the Hermitian tensor on the manifold of pure states.
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. INTRODUCTION

The states of quantum systems are described by wave fuagstatie vectors in Hilbert space)
or density matrices. The difference between quantum statede associated with a distance
between the state vectors or the density matrices. To intethe notion of the distance one needs
to construct a metric in the set of states. In classical ihbatheory the Fisher information
metric can be used to characterize the distance betweemlphop distributions. In quantum
information theory the quantum generalization of the neatrialso used.

In the past two decades, the tomographic picture of Quant@chishics has shown that quan-
tum states may be described by means of genuine probabsitybaitions, called tomograms [1].
This allows the use of methods of classical probability thego deal with quantum states. Of
course, the converse is also possible and we can view a@psabability theory within the quan-
tum setting. We shall consider this second possibility toregs the Fisher classical information
metric within the quantum paradigm. In doing this we obthiatthe appropriate expression con-
tains the Quantum Information Metric and reduces to thesatabone when states satisfy suitable
conditions.

More specifically, in classical optics, photometry domésathe measured quantities. In radia-
tive transfer we must include the direction cosines of liglys as well as the spectrum. But even
the two slit interference demands a phase (or rather phtiseetlices). This is also true for the de-
scription of partial coherence. Pancharatnam showed tbaggation in crystals also requires the
introduction of a phase for the wavefunction. This notiors\waenplified by Berry by introducing a
path dependent phase. (Already Dirac, when dealing witimthgnetic monopole,had introduced
phase dependence on the path.) In all these cases the primeasurement is of intensities only
and he showed that such a phase is present in general in quargahanics. So classical intensity
distribution is insufficient for a complete descriptionvém a classical (non-negative, normalised)
probability we should introduce a phase.

The main observation is the following: we describe probgbdensitiesp(x) of random vari-
ables with values inX' by means of probability amplitudes, i.e. normalized wavecfionsy(x)
defined onX, by settingp(x) = ¢¥*(x)y¥(x) = |[¥(x)

square integrable functions on [2]. Our strategy consists of using the available metrictes

2, thus going from integrable functions to

onH and thereof on the space of pure sta®${) and to pull them back to a submanifafilof
probability densities ovek.



We shall find that the Hermitian tensor fields ®{7{) when pulled back t® will give the
Fisher Quantum Information metric tensor. The aim of thiskae to exhibit explicitly the form
of this metric tensor on the spaée starting with the Fubini-Study metric on the space of pure

states.

II. THEMETRIC TENSOR ON THE SPACE OF PURE STATES

It is well known that due to the probabilistic interpretatjcstates for quantum systems are
notvectors|y) € H but rather they are rays, elements of the Hilbert manifdld{), which are
conveniently parametrized as rank-one projection opesatioe projection froni to R () being

defined by

W
T gy @)

for |¢) # 0. This projection map allows to identify dR(7{) a metric tensog usually called the
Fubini-Study metric and a symplectic structurg3]. Both of them define ok () what is called
a Kahlerian structure. The pullback of this tensofH@long the mapr acquires the following
form:

(do[dy)  (dv[y) (¥[dy)

=R T e @)

as has been shown elsewhere [4]. To work with this tens@i amstead ofR () is quite conve-

nient for computational purposes.

Let the Hilbert spacé{ be realized as the space of square integrable functions’oveamely
H = L*(X). Therefore, abstract vectofg) are wave functiong(x), and their scalar product is
(Wlo) = [x ¥(x)*d(x) d.

The physical staté)) may depend on unknown parametéysd,, ..., 6,,, and this can be made
explicit using the notatiow (x; ) for the wave function. This will be the setting for what folle.

Having replacedt)) with a wave-function)(x; §) we can consider a polar representation by setting
U(w;0) = p(a; 0)! /220, 3)

with (1|¢)) = 1, so thatp € L!(X) is a probability density.
We should say something about our notation. The probakiétysityp(z; #) is being used to

consider averages of functions

E,(f) = /X £ p, (4)



averages of differential forms
Ey(df) == / df pdz, (5)
X
and more generally averages of covariant tensors|lik¢ dg pdz.

For instance, iff depends on parametdis, 0, ..., 0,,) we think ofd f as

df = Z 20, 1o (6)
and similarly
of 9y
dfdg—zzae 89kd9 doy.. (7)

The advantage of using the abstract notatlgfns that we do not have to specify the parameters

or their number. Moreover, from the abstract notation, weldave|dy) and(x|dy) = diy(z),

showing that the differential shoultbt be understood as taken with respecttehich identifies

an orthonormal basis of improper eigenvectors which arsidened to be chosen once and for all.
Using the polar representation (3) above fgr:) we haved(In¢(z;6)) = 1d(Inp(x;6)) +

ida(z; 6), while the normalization condition implies thaty|y) = —(|dv).

Using expression (2) fay, we obtain for the pullback df, denoted by v, the expression

1 2
bx = —/ (dlnp)dex+/ (da)? pda — (/ dapdx)
4 X X X
—i/ (dInp da — da dInp) pdz. (8)
X
We have used a few identities in deriving this expressiorctfidllow from [ pdxz = 1, namely
[dpdz = [dlnppdx = 0.
From (8) we obtain for the metric tensipg the expression
where
1
0=E, [(dInp)?] +E, [(da)?] — [E,(da)]*,  w=E,[dlnpAdal. (10)

This Hermitian tensor o® coincides with the Fisher classical information metric whe: =
0. To see this, consider a parameter space {6,, 0., ...,0,,}. If we compute our metric tensor

hx on contravariant vectorg-, -2- we obtain
J k

g 0
(bx)jx = bx (89 59k)

1 Ja Oa Oa Oa ) Olnp 0o Olnp O«
- 45“&’(89]- aek) By (aej)Ep<aek) 1y (ae a6, 06, o9, )(l )




where
Olnpdlnp
. — T 12
is the Fisher classical information metric, whose abst&aptession reads
F=E,[(dlnp)?]. (13)

It is clear that the second and the third terms in (11) comtwrggve the covariance afa and
that the imaginary part of (11) is connected with the geoimetiase. So whe@fov(da) and the

geometric phase are both zero, we recover the Fisher cdagsiarmation metric, namely

b = (14)
In general, we have that the Fisher classical informatiotrim& /4 is strictly dominated by the
guantum Riemannian metric[3].
In the general casel{ # 0) hx coincides with the Fisher quantum information metric. This

will be shown in the next section.

1. FISHER QUANTUM INFORMATION METRIC

A definition of the Fisher quantum information metric was gweed by Helstrom [5]. This
definition relies on the notion of the symmetric logarithmerivative. The symmetric logarithmic
differentiald L, is implicitly defined by the relation

1
dp = 5 (pdL,+dL,p), (15)

wherep represents a generic density matrix (which we prefer tcecadinsity state) antll, = dL;f)
defines the Hermitian matrix whose matrix elements are reifféal one-forms. The uniqueness
of dL, may be proved by adopting the arguments in [6], p. 274. ThiedFiguantum information
acquires the form

Fo=Tr[p(dL,)?]. (16)

As usual the trace replaces the integrals which appear weeronsider probability distributions.
By restricting our computations to pure states, i.= p, pi = p, Trp = 1, we find the
identities
i)pdp+dpp=dp, i1) Tr(dp) = 0, i1i) Tr(pdp) = 0. (17)



From the definition of the symmetric logarithmic differeait{15) compared with i) we find that
dL, = 2dp. (18)

Thus for pure states we get
Fy=4Tr [p(dp)?] . (19)

We recall that by the differential of a matrix we mean a matakued differential one-form, i.e.
the matrix which we obtain by taking the differentials of #lements of the matrix.

To carry out the comparison df, with b, we start with

p=10)WL W) =1, (dPl) = —([dy) (20)

Fromdp = |d¢)(¢| + |¢)(dy| we compute easily

Tr [p (dp)*] = (do]de) — (debfop) (] de)) (21)

which is exactly our tensor fielgl, given in (2) when(y|¢) = 1.
In conclusion, we have found that for pure states, what we ltaled the Fisher quantum

information metric contains both the quantum version awrdcthssical version whetw = 0.

IV. CONCLUSIONSAND OUTLOOK

Much interest has been focused on the quantum counterpéreaflassical Fisher informa-
tion [7]. The quantum counterpart of the classical Fish&armation was shown to constitute an
upper bound on the classical Fisher information. Consetyugrere was interest in understand-
ing conditions under which the bound could be attained. &anffrNielsen and Gill [8] derived
a condition for the quantum and classical Fisher infornmatm coincide in the particular case
of a two-dimensional pure state system. Luati [9] showed ttina condition held even for two-
dimensional mixed states. Our geometrical formulatiorhefquantum Fisher information shows
that the condition for the equality of the quantum and ctagsnformation is the conditioda = 0
for pure states in any dimension.

We will elsewhere discuss the implications of our geomatriormulation of Fisher informa-
tion in terms of the Fubini-Study metric and tomographiclaioilities.

Our presentation of Fisher quantum information metric asel in spirit to what is known in
the literature as “nonparametric” Fisher information neefi0]. In our approach however we

consider a manifold of states suitably chosen so that itesaer differential calculus.



An additional merit of our description is that we consideolmbility amplitudes instead of
probability densities, therefore it is possible to worki@mather than ofR (#), this means we can
deal with L?-spaces instead df'-spaces. These considerations will be quite useful lateviuen
we move from pure states to generic density states. In oupapp,the classical Fisher informa-
tion metric is recovered by restricting the imbedding intcegrangian subspace &f. In a future
paper we shall consider the available geometric picturé®iGelfand-Naimark-Segal construc-
tion [11] to extend our approach to tli&-algebraic approach for statistical models elaborated by
Streater, and to compare more closely our approach to thby@ébilisco and Isola [12].

We believe that our present treatment will be relevant tthirenhance geometrical methods
in the analysis of statistical models, both from the congalgtoint of view and the methodological

point of view as well.
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