5 Water solvation dynamics in the bulk and in the hydration
layer of proteins and self-assemblies

Biman Bagchi

Solid State and Structural Chemistry Unit, Indian Institute of Science,
Bangalore 560 012, India

Water solvation dynamics of polar species both in the bulk and in the hydration
layers of proteins and self-organized assemblies have been discussed. Recent studies
have revealed that while water solvation dynamics in the bulk is ultrafast and is
mostly complete within 1 ps, this can slow down by as much as 2-3 orders of
magnitude in the hydration layers of these systems. In this Report we discuss not
only the ultrafast solvation dynamics in bulk water and the slow dynamics in the
hydration layers, but also the relevant experimental, theoretical and computer
simulation studies on various aspects of water dynamics in self-assemblies and
confined geometries.

1 Introduction

The study of the dynamics of solvation of a newly created ion or a dipole in polar
liquids is now a well established method to obtain molecular level information about
the collective solvent response (consisting of both orientational and translational
motions) of the solvent molecules around the probe.'?® This area of study is hardly
two decades old, yet it has already given rise to a large amount of new (even novel!)
information which was not accessible before by other established means. This is still a
very active area of research where new experimental techniques are still being
developed, and theoretical and computer simulation studies are being actively pur-
sued, with the emphasis now shifted to complex systems. In these studies, prime
attention has been focused on water and aqueous systems. This is understandable
because water, as a unique liquid, controls, in an essential way, the structure, function
and reactivity of many natural and biological systems.?’”*! The aqueous medium helps
the protein to attain its native or biologically active structure. The shell of water
around DNA is essential for its function. In recent years, the study of solvation
dynamics of a probe placed suitably near a biological surface in water has given rise to
extremely important information about the nature of this water which is sometimes
called “biological water” """ However, the use of solvation dynamics in complex
systems needed prior understanding of the phenomenon in simple liquids and
especially in water.
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Many reviews have appeared in the literature on different aspects of solvation
dynamics.’ The focus of this review will be on solvation dynamics in water, both in
the bulk and in aqueous protein solutions and self-organized assemblies. That is,
studies devoted to other solvents will not be discussed. In addition, we shall attempt to
give due importance to the large body of computer simulation studies that have been
devoted to understanding water dynamics in complex systems.

In the initial period of development (from late 1970s to early 1990s), solvation
dynamics studies were restricted (because of the limited temporal resolution then
available to laser spectroscopy) to relatively slow dipolar liquids, like higher alcohols,
propylene carbonate, etc.***! The studies on water were carried out a bit later—even
then the earlier studies could measure only the slow time constants.? Later studies
found that 60-70% of polar solvation in water is completed in less than 50 fs.*** In
subsequent years, the method of solvation dynamics has been used extensively to
study complex aqueous systems, like ionic liquids,'®* supramolecular assemblies in
aqueous solutions (like micelles,"'***~8 reverse micelles,'"**-** microemulsions, !4
lipid vesicles'*>%), polymeric solutions,*"' aqueous protein > and DNA %
solutions.

The usefulness of solvation dynamics as a tool for investigating liquid state dynam-
ics lies in several factors. First, the probe can be located either in the bulk liquid or in
the surface of a self-assembly or at the surface of a protein. Second, the method
provides a vast temporal resolution, beginning from sub-nanosecond to a few femto-
seconds. Third, it also offers a certain degree of spatial resolution because the contri-
bution from nearest neighbour molecules is separated in time scale from the collective
response, and is often the dominant term. Thus, if one knows the location of the
probe, one can investigate the dynamics around the probe. In this regards, it is useful
to contrast solvation dynamics with other techniques. Dielectric relaxation does not
have adequate spatial resolution, as it probes the relaxation of the total dipole
moment of the system. NMR techniques, such as NOE, have the adequate spatial
resolution but do not have the temporal resolution (at least till now). This combi-
nation of wide temporal window with the spatial resolution, mentioned above, makes
solvation dynamics a very useful tool in understanding dynamics of water in wide
variety of complex systems.

The hydration shell that covers the surface of proteins, DNAs and micelles in
an aqueous solution has been a subject of intense discussions in recent years.”!!
Computer simulations have shown that water molecules in the hydration layer exhibit
much anomalous behaviour, such as sub-diffusive translational diffusion and mark-
edly non-exponential orientational relaxation. Solvation dynamics of probes located
near the protein surface show a slow decay over a long time. This will be discussed
here.

In addition to hydration dynamics at the surface of the biomolecules, considerable
attention has been focussed on the solvation dynamics in self-assemblies such as
micelles and reverse micelles, vesicles and lipid bi-layers. These systems show very slow
solvation dynamics, often extending to a few ns. The origin of such a slow component
is still a question of lively debate. The first observation of such a slow component was
made in aqueous cyclodextrin (CDX) cavity by Vajda et al. who investigated solvation
dynamics of coumarin in CDX solution.” This study motivated further theoretical”!
and experimental work.'""2

128 Annu. Rep. Prog. Chem., Sect. C, 2003, 99, 127-175



Thus, the focus of this Report is on the solvation dynamics of water both in the
bulk and in the hydration layer of self-assemblies and bio-molecules. We shall also
discuss recent advances in understanding the role of this biphasic water solvent
response in various elementary relaxation processes, such as ionic mobility in aqueous
electrolyte solutions and solvent dynamic effects on electron transfer reactions.
Although the dominance of the ultrafast femtosecond component in water solvation
dynamics did come somewhat as a surprise, it is the near universal presence of such an
extremely fast component in many molecular liquids that has created a lot of interest
and motivated new progresses in various directions. We shall try to articulate these in
the present Report.

2 Natural dynamics of water

The understanding of the unusual features of the polar solvation dynamics in water
requires understanding of the natural dynamics of water itself. The uniqueness of
water originates largely from its hydrogen-bonded network. Each water molecule is
capable of forming four hydrogen bonds. In two of them, the water molecule donates
a hydrogen atom and in the two others, they accept hydrogen atoms. The average
hydrogen bond coordination number of an individual water molecule is 3.5, which
implies that water is a giant gel or cluster of water molecules. Not only the structure,
but the dynamics of water also shows anomalous properties.

2.1 Vibrational dynamics

Vibrational dynamics of water not only provide a microscopic understanding of the
motions of the atoms within a water molecule, but they also give us detailed inform-
ation about intermolecular motions in the liquid. A water molecule is characterized by
three intra-molecular vibrational modes—the symmetric and the anti-symmetric O-H
stretches and the H-O-H bend. In the liquid state, these intra-molecular vibrational
modes get shifted and mixed in a spectrum. The frequencies of these three modes for
liquid water are 3656, 3755 and 1594 cm ™', respectively.”>”

Because of the extensive hydrogen bond network, several low frequency inter-
molecular vibrational modes appear in liquid water. This is unique to liquid water and
the low frequency modes have far reaching consequences in determining the collective
dynamic response of liquid water. Among the low frequency modes, the mode near
650 cm ™! is assigned to the librational mode, the one near 200 cm™! to the inter-
molecular vibrational mode and the one near 50 cm™' to the hindered translational
motion due to the caging of the water molecules.™ The frequency spectrum of water in
shown in Fig. 1. In addition to these three well-known intermolecular modes, studies
have been carried out to probe the far infrared (FIR) low frequency spectrum in liquid
water. Thrane et al. investigated the FIR spectrum from 2 to 35 cm™' by using
ultrashort THz pulses.” The absorption coefficient showed a continuous increase with
frequency. The refractive index was found to decrease to about 2.2 at 35 cm™'. There is
no structure in such a low frequency range (IR studies confirm the presence of a weak
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Fig. 1 The partitioning of the quenched normal modes of water into translational and
rotational contributions is displayed. The translational (dashed), rotational (dotted), and total
(solid) quenched-normal-mode densities of water are shown here. This figure has been drawn
with data from reference 74.

band at 50-60 cm™! and a pronounced band around 180 cm™'). The temperature
dependence of the spectra gave an activation enthalpy of 2.5 kcal mol 1.7

Femtosecond optical Kerr effect (OKE) technique has been used to study
low frequency collective dynamics of liquid water, with an aim to disentangle the
homogenous and inhomogeneous contributions to the line widths of intermolecular
vibrations.” If one assumes that the lineshape can be decomposed into a homo-
geneous part J(w;I') that depends on coupling parameters and inhomogeneous
parameters I, and an inhomogeneous distribution I(w), then the lineshape can be
written as a superposition of the two forms

C(w) = [dI" J(@:I") I (w) (1)

If one makes the assumption that the polarizability is linear in the normal
coordinate Q, then the third order optical response can be expressed directly in terms
of C(w). By assuming a Brownian oscillator model for the normal modes, one can fit
to OHD-RIKE response to obtain the spectral density C(w). The C(w) obtained by
Palese et al.”® at 24 °C is shown in Fig. 2. The study of OHD-RIKES in water gave rise
to another interesting result. This is the observation that while OHD-RIKES results
are in agreement with dielectric relaxation and NMR studies for “simple” organic
liquids,”” such agreement is lacking with the reorientation rate of water molecules.”
NMR and dielectric relaxation measurements both give a relaxation time of 8 ps
which is more than an order of magnitude larger than the 0.6 ps time observed in the
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Fig. 2 The temperature dependence of the spectral densities C(w) of the OHD-RIKE wave
forms and obtained by discrete Fourier-transform analysis premised on the linear coupling
hypothesis: (a) corresponds to 2.6 °C, (b) to 24 °C, and (c) to 92 °C. Reprinted with permission
from Fig. 3 in reference 79. ©American Chemical Society.

femtosecond OHD-RIKES transient at 24 °C.” In addition, the OHD-RIKES signal
shows a long lived exponential component which can be explained by the inhomo-
geneous broadening of the line shape.

2.2 Hydrogen bond lifetime dynamics

The dynamical response of water is intimately connected with the lifetime of hydrogen
bonds. The lifetime of a hydrogen bond is usually described in terms of the hydrogen
bond lifetime correlation functions,®*®* denoted by C;(¢) and S;(¢) which are defined
by the following expressions:

Cu(n) = <h(O)i(1)> 2
Su(0) = <h(O0)H(1)> 3)

where A(¢) is the hydrogen bond lifetime function which is unity if the hydorgen bond
between a pair of neighboring water molecules is intact at time ¢z and zero if it is
broken, and H(¢), on the other hand, is unity only if the tagged bond has remained
continuously non-broken from time 7 = 0 to the present time 7. Thus, C.(¢) allows
hydrogen bonds to be broken and reformed in the time interval t while S;(7) does not
allow such reformation. Both the two functions are found to depend on the criteria of
hydrogen bond forming/breaking. However, the numbers from different criteria are
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not too different. The lifetime given by Sy (¢) is only about 0.5 ps while that given by
C.(?) is about 6.5 ps. The decay of these two functions is shown in Fig. 3. The much
longer lifetime given by C;(?) is due to the relative diffusion of the two pairs and
reforming the bond after a sojourn.®3* The limitation of Sy (7) is that it does not take
into account the reformation of the H-bond immediately after breaking while C(¢)
may give too long a value of the lifetime. Anyway, it is safe to assume a lifetime of
1-3 ps for hydrogen bonding in water. Note that this is close to the orientational
correlation time of about 4 ps of individual water molecules. However, polarizability
of water molecules can have a significant effect on the hydrogen bond lifetime.®

C.(®)

60 80 100

time [ps]

Fig. 3 The time dependence of the hydrogen bond lifetime correlation functions, S;(7) and
C.(7), defined by eqns. (2) and (3), respectively. Note the much slower decay of C;(¢) than that of
S1(2). This figure has been drawn with data from references 83 and 84.

2.3 Dielectric relaxation

The dielectric relaxation spectrum of pure water has been investigated in considerable
detail by different experimental techniques, such as, dielectric loss and more recently,
by terahertz technique.®°*!° Dielectric relaxation of water has also been investigated
by computer simulations. However, the computational efforts have been less successful
because of the difficulty of simulating polarizable water. We refer to the Review by
Guillot for a recent summary of the computational efforts.**

The complex dielectric function, ¢(w), can be decomposed into real and imaginary
parts

&) =¢'(w) — 1" (w) 4
At room temperature the real part, ¢'(w) (the permittivity factor), of pure water is
nearly 80 at a few MHz and about 1.8 at 10000 GHz. The imaginary part, &"(w)

corresponds to absorption (dielectric loss) and exhibits a peak at a certain character-
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istic frequency w,,. The dielectric relaxation time, 7, is equal to 2n/w,,. The real and
imaginary parts of the frequency dependent dielectric function of pure water are
shown in Figs. 4 and 5, respectively.

The dielectric spectrum of pure water in the low frequency region consists of
two relaxations with time constants of 8.2 ps and [l ps, respectively, with the former
one constituting about 90% of the low frequency relaxation. In addition, many high
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Fig. 4 The real part of the frequency dependent complex permittivity (¢') of pure water at room
temperature. Reprinted from Fig. 1 in reference 11, with permission from the the American
Chemical Society. ©American Chemical Society.
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Fig. 5 The imaginary part of the frequency dependent complex permittivity (¢”) of pure
water at room temperature. Reprinted from Fig. 2 in reference 11, with permission from the the
American Chemical Society. ©American Chemical Society.
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frequency modes contribute to the dielectric spectra of water beyond the Debye relax-
ation regime. As already discussed, this spectral region is extensively investigated by
far infrared (FIR) spectroscopic techniques and simulations.?***8 In addition to the
200 cm ™! band due to the intermolecular O - -+ O stretching and the 650 cm™' band
due to libration, there are a few higher frequency bands which are of relatively lesser
weight compared to the former two. These high frequency modes are under-damped
and, therefore, have different functional forms.?**

2.4 Wave vector and frequency dependent dielectric function of water

Many dynamic processes explore solvent response at small, molecular length scale.
Dipolar solvation dynamics contain a significant contribution from nearest neighbour
molecules. Electron transfer reactions between two neighboring molecules also
involve local dipolar response. Macroscopic dielectric relaxation experiments, on the
other hand, provide information only about the long wavelength component of the
dipolar response; information about the local response of a dipolar liquid is usually
hard to obtain. Theoretically, this information is contained in the wavenumber (k)
dependent dielectric function ¢(k) which, at the intermediate wavenumbers (ko = 2m,
where ¢ is the diameter of a solvent molecule), can provide a description of the local
polar response. In recent years, several studies have been devoted to the wave vector
(k) and frequency (w) dependence of the longitudinal component of the dielectric
function, & (k,w) of water.'® ! The calculated wave vector dependence of the static
dielectric function of water molecules is shown in Fig. 6 where we have plotted the
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Fig. 6 The wavenumber (k) dependence of dielectric function is diaplayed. Here 1 — (1/g.(k)) is
plotted as a function of kg, for SPC/E model water at temperature 7 = 300 K and number
density p =0.033334 A73; g, is the molecular diameter of water. The data for this figure are taken
from reference 106. Note that in this model, the maximum is at a higher value than ko, = 2x.
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function (1 — (1/¢.(k))): note the sharp maximum of the function near ko = 3n. This
maximum shows the existence of strong orientational correlations in water at molecular
distances. This is also one of the reasons for the dominance of the first coordination
shell in the solvation dynamics of a newly created ion or dipole. Since (1 — (1/¢.(k))) is
much larger than unity at intermediate values of the wavenumber £k, the static dielectric
function of water at these values of k is negative! However, this is fully in accord with
linear response theory, although it did cause some confusion in the past.*

The frequency dependence of &(k,w) of water is also interesting and the behaviour at
intermediate wavenumbers is again dramatically different from that at small wave-
numbers.”’ The behaviour at large to intermediate wavenumbers is dominated by the
translational diffusion of water molecules. That is, polarization relaxes by diffusion of
molecules. This mode of polarization relaxation has been termed “polarization

diffusion”.10%110

3 Overview of experimental studies on aqueous solvation dynamics in
the bulk

3.1 Solvation correlation function from time dependent fluorescence Stokes shift
(TDFSS) studies

Solvation dynamics has been studied most extensively by monitoring the time
dependent fluorescence Stokes shift (TDFSS) of the emission spectrum of a solute
probe (typically a dye) whose charge distribution has been changed instantaneously
by optical excitation.>**®* A very dilute solution of such dye molecules (e.g,
Coumarin, Nile Red, Prodan) is usually employed for studying solvation dynamics.
These molecules undergo a large change in the dipole moment upon laser excitation,
or sometimes may even photo-ionize. Physically, the process of solvation of a solute
probe may be described as follows. Consider that a solute chromophore in its ground
state is in equilibrium with the surrounding solvent molecules, and the equilibrium
charge distribution of the former being instantaneously altered by a radiation
field. Ideally, when the solute-solvent system undergoes an optical Franck—Condon
transition upon excitation, the equilibrium charge distribution of the solute is
instantaneously altered. The solvent molecules still retain their previous spatial and
orientational configuration. This is a highly non-equilibrium situation for the system.
The energy of the Franck—Condon state is higher than the minimum of the potential
energy in the excited state. This is pictorially shown in Fig. 7. Subsequent to the
excitation, the solvent molecules rearrange and reorient themselves to stabilize the
new charge distribution in the excited state. The final energy is the solvation energy of
the solute. The time dependence of the rearrangement of the solvent environment (the
‘solvation’) is reflected in the continuous red shift of the emission spectrum. The
temporal characteristics of solvation is then followed by monitoring the spectral
response function (see Fig. 7 for a schematic illustration).

The temporal evolution of solvent is described by the non-equilibrium function
S(t), defined by:

v(t)—v(0)

v(0) —v(e0) ©

S(t) =
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Fig. 7 A schematic illustration of the physical process captured by the time dependent fluor-
escence Stokes shift (TDFSS). The optical excitation and the fluorescence are shown by arrows.
The participating ground and the excited state potential energy surfaces involved in solvation are
plotted as a function of the solvation coordinate. TDFSS captures the instantaneous polariza-
tion P(¢) of the solvent. The inset (bottom right) shows the red shift of the fluorescence spec-
trum, /(v) (v being the frequency) with time owing to the decrease in the energy of the solute due
to progressive solvation.

where () is the frequency denoting the position of the emission spectrum whose time
dependence describes the red shift of the spectrum of the spectrum subsequent to
excitation. Here v(7) is determined either by taking the maximum of the spectrum (if
the spectrum is symmetric), or by the average over the spectrum, that is v(¢z) = fdv v
I(v,t), where I(v,?) is the time and frequency dependent emission spectrum. S(#), as
defined in eqn. (5), varies from unity at time ¢ = 0 to zero as time goes to infinity.

The solvation time correlation function is often equated to the auto time correlation
function of energy fluctuation. This is usually termed C() to distinguish it from S(7).
Thus, C(2) is defined as:

_ <SEO)SE(r) >

(6)
<OE(0)SE(0) >

C@t)
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where 0 E(?) is the fluctuation in solvation energy from its equilibrium value at time ¢.
One usually finds S(¢) = C(¢). Therefore, we have made no distinction between the two
here.

TDFSS has been applied to a large number of liquids. In an important paper,
Jimnez et al.** reported the results of solvation dynamics of the excited state of dye
Coumarin 343. Their result is shown in Fig. 8. The initial part of the solvent response
of water is extremely fast (a few tens of femtoseconds) and constitutes more than 60%
of the total solvation. The subsequent relaxation occurs in the picosecond time scale.*?
The decay of the solvation time correlation function, S(¢), is fitted to a function of the
following form: *

S(t) = Agexp(—13/t5*) + Bcos(at)exp(—tl/t,) + Cexp(-t/t,) + Dexp(—t/ty) (7)

where, Ag, C and D are the relative weights of the initial Gaussian and the subse-
quent exponential decay processes and 7g, 7, and 7 are the corresponding relax-
ation time constants. The second term in eqn. (7) takes into account the oscillatory
features of the S(z) observed beyond the Gaussian decay in theoretical calculations
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Fig. 8 Experimental (denoted by ‘expt.”) and simulated (denoted by ‘Aq’) solvent response
functions for C343 in water as obtained by Maroncelli, Fleming and coworkers are shown in this
figure. Also shown is a simulation for a neutral atomic solute with the Lennard-Jones parameters
of the water oxygen atom (S°). The experimental data were fitted to eqn. (7) (using the constraint
that the long time spectrum match the steady state fluorescence spectrum) as a Gaussian com-
ponent (frequency 38.5 ps™', 48% of total amplitude) and a sum of two exponential components:
126 fs (20%) and 880 fs (35%). Reprinted from reference 42 with permission.
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and simulations.*>*!1112 The early simulation studies also predicted a very fast initial
component with a Gaussian time constant less than 10 fs.""! Fleming and coworkers *
experimentally detected a Gaussian component of 38.5 ps~! and a slower biexponen-
tial decay with time constants 126 fs and 880 fs, respectively. Several other experi-
mental and simulation studies on solvation dynamics of large dye molecules as well as
electrons in water demonstrated that the dynamics of solvation in water are indeed
ultrafast and occur on the femtosecond scale.>!!3-127

More recently, higher order non-linear optical measurements such as three pulse
photon echo peak shift (3PEPS) measurements have been carried out to study the
solvation dynamics.'?*13

3.2 Photon echo peak shift spectroscopy

TDFSS is a relatively simple technique use to study solvation dynamics of newly
created polar species and has been enormously successful in measuring the solvation
dynamics in complex systems. However, this method is not ideal for the study of the
initial ultrafast solvation where the dynamics gets convoluted by the instrument
response. For example, 55 fs represents the fastest solvation component observed
in liquid water by the TDFSS technique. Theoretically, one may expect even faster
solvation. The three-pulse photon echo peak shift measurement technique has
been developed and applied to study such ultrafast solvation dynamics in bulk
water and also in an aqueous solution of protein lysozyme.5 The key idea of photon
echo spectroscopy is based on the fact that subsequent to optical excitation in an
inhomogeneous ensemble of absorbers, the transition frequencies in different absorb-
ers become uncorrelated in time. A second pulse is then used to initiate rephasing. If
the inhomogeneous width greatly exceeds the homogeneous width, an echo will be
produced at a fixed time and the echo will be very narrow in time. We have already
discussed that optical and vibrational lineshapes in water are inhomogeneously
broadened. Thus, water is an ideal candidate for photon echo studies.

Fleming and coworkers have carried out extensive study of three-pulse photon echo
from the dye molecule Eosin in water.** They found that a substantial amplitude
(about 60%) of aqueous solvation occurs within 30 fs. The observed peak shift is
shown in Fig. 9. A three-exponentail fit (up to 100 ps) of Eosin in water data yields
time constants 17 fs (73%), 330 fs (15%) and 3 ps (12%). Analysis of the experimental
data led Lang et al® to attribute this ultrafast solvation to the high frequency
intermolecular vibrational/librational modes of water—the hindered translational
band at 180 cm™! due to the hydrogen bond network and the 600 cm™! band due to
libration. Therefore, the three-pulse photon peak shift provides time constants which
are significantly smaller than what could be measured by the TDFSS experiments.

3.3 Red edge excitation shift (REES) spectroscopy
Recently wavelength-selective fluorescence has been used to study solvation dynamics
in complex aqueous systems, such as reverse micelles.’**™* In this method, a shift in

the wavelength of the maximum fluorescence emission toward higher wavelength,
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Fig. 9 Three-pulse photon echo peak shift data of Eosin in water (circles) are shown with a
simple exponential fit (solid line) as a guide to the eye. The fit includes a [l7 fs (73%) fast
component and two slower components, [#00 fs (15%) and [2.7 ps (12%). The inset, on a log
scale and without fit, shows that the peak shift decays to zero by 7' [l 5 ps. Reprinted from Fig. 3
in reference 43, with permission from the the American Chemical Society. ©American Chemical
Society.

caused by a shift in excitation wavelength toward the red edge of absorption band, is
used to monitor the solvation dynamics. This effect is mostly observed where relax-
ation is slow so that solvent relaxation is comparable to or slower than the fluor-
escence lifetime. In a recent study, REES was used to study the rate of solvation in the
water pool of reverse micelles. The advantage of REES is that it provides spatial
resolution at a molecular level because the fluorescence lifetime is sensitive to the local
environment. A drawback of REES is that it is limited by the fluorescence lifetime of
the fluorophor, and thus is sensitive to very slow dynamics. In these aspects, REES is
similar to NOE.

4 Continuum model predictions

The continuum model of solvation has its origin in the early work of Born and
Onsager who derived expressions for solvation energy of polar solutes by modeling
the solvent as a homogeneous dielectric continuum and the solute as a sphere with
a point charge or point dipole at its center. This continuum model was generalized
to treat solvation dynamics by representing the dynamic properties of the
solvent through a frequency dependent dielectric constant, &(w) which is sometimes
approximated by the simple Debye formula:

f@) =g, + = ®)
1+ior,

where ¢, and ¢, are the zero and infinite frequency value of the dielectric constant,
respectively, and 7, is the Debye relaxation time. With the above expression for the
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dielectric function, the continuum model predicts that solvation dynamics of a newly
created ion and of a dipole proceeds exponentially, with time constants given by: '67

ion gx
(2 ”
0
T(Liipolc _ 2¢, +&, 7 (10)
2¢,+¢,

where ¢, is the dielectric constant of the solute probe. For water, ¢, = 78.5, ¢, = 4.86.
and 7, = 8.3 ps at 300 K. Thus, the value of the longitudinal relaxation time 71 =
0.5 ps. That is, even the continuum model predicts an extremely fast solvation in water!
Clearly, the reason for the small value of the predicted solvation time is due to the
large value of the static dielectric constant.

Early experimental studies found that while the continuum model prediction of
single exponential solvation was incorrect, the average time of solvation was rather
accurate.*'® However, solvation in water turned out to be a different story, as discussed
below.

The simple continuum model discussed above has been extended in various
directions. Not only a non-spherical shape of the solute but also a space dependence
of the dielectric function have been considered.* These generalizations lead to some-
what different results, including a non-exponential relaxation of the solvation time
correlation function.

In an important recent development, Song and Chandler developed what can be
called the ultimate continuum model of solvation dynamics.'* This theory is based on
linear response, uses the full range of frequency dependent dielectric functions and the
detailed charge distribution of the chromophore. The predicted solvation time corre-
lation function is in good agreement with the experimental results on aqueous
solvation dynamics. This agreement, as discussed later, suggests that at least the
initial, ultrafast part of aqueous solvation dynamics is controlled by the collective
polar response of water.

5 Development of microscopic theories for diffusive solvation
dynamics

Strong spatial and orientational correlations present at molecular length scales in
liquid water are manifested in the slower part of solvation dynamics. Several molecu-
lar theories for polar solvation dynamics were developed to take into account the
effects of microscopic structure and some very nice theoretical understanding evolved
from them. Early theoretical studies were also motivated by an interesting comment
of Onsager '** who observed that the polarization structure of water around an electron
would form from outside in. This is the famous inverse snowball effect. The inverse
snowball picture of Onsager suggests that the relaxation of solvation energy is
intrinsically non-exponential since many length dependent time scales are involved.
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Onsager’s inverse snowball model was tested by Calef and Wolynes'*® by using a
molecular hydrodynamic theory of solvation dynamics in dipolar liquids. In this
approach, the solvation was assumed to be carried out solely by the rotational dif-
fusive motion of the solvent molecules. It was found that Onsager’s inverse snowball
picture was indeed valid in the absence of the translational modes. The calculations of
Calef and Wolyness'3® were based on a Smoluchowski—Vlasov equation that was
extended to include the translational modes, as discussed later.'*’

Wolynes also extended *® the linearized equilibrium theories of solvation
the time domain. In this approach, the solute was treated as a hard sphere and the
solvent molecules as dipolar hard spheres. He showed that if the solvent response is
linear to the time dependent variation of the charge distribution on the solute, then
the solvation energy relaxation could be described by a bi-exponential relaxation
function with one time constant being nearly equal to the longitudinal time constant
of the solvent.’® The second time constant is larger, comparable to the dielectric
relaxation time and originates from the slow structural relaxation of the neighboring
solvent molecules. Rips et al.'** presented an exact solution of Wolynes’s DMSA
model for both ion **** and dipolar "*?* solvation dynamics.

However, these early treatments did not include the role of solvent translational
modes which were included later in a theory where both the rotational and the trans-
lational modes of the solvent were incorporated.!®*** The following expression for
the longitudinal component of the orientational polarization density relaxation of the
solvent has been derived: 3”4

139-141 to

<P(=K)PL(—k, 1)> = <P (— k)P (—k)>exp(— 1/t (k)) (11)

The equilibrium polarization fluctuation correlation function <P (—k)Py(—k)> is
related to the longitudinal component of the orientational pair correlation function.'
The longitudinal polarization relaxation time is determined not only by the rotational
and translational diffusion coefficients of water but also by the longitudinal compon-
ent of the two particle direct correlation function ¢(110,k). The final expression for the
time constant is given by: “'¢

1o '(k) = 2Dg[(1 + p'(ka)*)(1 = (py/4m)c(110,K))] (12)

where ¢ is the diameter of a solvent (here water) molecule and p’ = D1/(2Dga?).
The value of p’ determines the relative contribution of the translational modes. A
significant contribution from the translational mode could lead to the breakdown of
Onsager’s conjecture.® The importance of the solvent translational mode in the
polarization relaxation as found by the above theory is shown in Fig. 10. Note the
marked slow down of relaxation at wavenumbers that correspond to nearest neigh-
bour distances (k = 2n/g). This is due to the presence of strong intermolecular orien-
tational correlation among the nearest neighbours. In the opposite limit of small
wavenumbers (that is, in the £ — 0 limit), the above theory reduces exactly to the
continuum model discussed above. Note also the small value of the relaxation time at
small wavenumbers. There is a nice interpretation for this small value—it is due to the
large force constant of the collective longitudinal polarization fluctuation! Thus, the
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cause of the ultrafast solvation in water and acetonitrile can be attributed to under-
damped solvation in a steep collective polarization potential. The translational con-
tribution is important only at intermediate to large wavenumbers (see Fig. 10). One
can easily make an estimate to appreciate the important role of the translational
modes. For water, the values of the parameters are as follows: Dy =2.5 X 107> cm?s™",
Dr=22x10"s"", 6 =2.8 x 10~% cm. Thus, for water, the value of the parameter p’ is
0.072. When this value is multiplied by (ko)* = (2r)?, we get a value 1.4 which implies
that rate of solvation should be approximately 2.4 times faster than the rate given by
orientation alone. In the absence of translation, the time constant of the later, slow
part of solvation should be in the 4-5 ps range. However, it is predicted to be just
about 1 ps. This enhancement of rate is due to the translational motion of the water
molecules. While the initial solvation in water is dominated by an ultrafast Gaussian
component, translational diffusion is predicted to affect the slower, later part of
solvation.

0 1 2 3 4 5 6 7 8
k0 —»
Fig. 10 The dependence of the longitudinal polarization relaxation time on wave vector k and
on translational diffusion. The calculated values of 7, (k) for several different values of the

dimensionless solvent parameter p’ (= D1/2Dga?). Reprinted from Fig. 1 in reference 142a, with
permission.
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6 Development of microscopic theories for inertial solvation dynamics
in water

The molecular hydrodynamic theory!3**2"145-147  (discussed above has been

extended systematically to include the effects of inertial solvent response on solvation
dynamics. This approach leads to the following approximate expression for the
energy—energy time correlation function, Cgg(?):

Cee() = 4n(kBT)2p0.’:dqqZSion (g.0)| cildlm(q) |2 Ssloll(\)'(qet) (13)
0

where cii’(¢) is the (110) component of the two particle ion—dipole equilibrium orien-

tational direct correlation function between the ion and a solvent dipole molecule.
Sion(q,1) is the self-dynamic structure factor of the ion and Si°(g,f) is the (110) com-
ponent of the coherent orientational dynamic structure factor of water solvent. The
latter is related to the wavevector and frequency dependent dielectric function dis-
cussed earlier. The determination of the solvent dynamic structure factor may use the
experimental values of the frequency dependent dielectric function: S(z) = Cgg(2)/
Cee(t=0).

The theoretical results for S(z) are shown in Fig. 11(a) which has been obtained by
using only the two Debye dispersions. The contributions from the high frequency
intermolecular vibration (hydrogen bond excitation) and librational modes are not
included. As seen here, the decay of the theoretically predicted S(¢) is much slower
than the experimental results. Fig. 11(b) shows a comparison between theory and
experiment when the calculation is done with two Debye plus the intermolecular
vibration (IMV) and the libration modes. The agreement now is noticeably better. The
calculated time constant (after using the two Debye plus 193 cm™' IMV band) of
the initial decay is faster than the original time constant given by Jiminez et al.** The
lattest 3PEPS measurements* show that the initial decay is indeed faster than the
original estimate. It has been pointed out by Lang et al.*® that the generalized con-
tinuum model theory of Song and Chandler '** provides a satisfactory description of
the experimental data. This may mean that the slower components are more sensitive
to the detailed charge distribution of the probe.

The physical picture, which emerged from all the theoretical studies, is shown
schematically in Fig. 12. Note the different molecular mechanisms that contribute to
different temporal regions.

6.1 Role of intermolecular vibrations (IMV) in solvation dynamics of water:
effects of polarizability

! is related to the interaction induced effects as

The infrared peak near 200 cm™
pointed out by Madden and coworkers '*'%° and is also observed in Raman '*"*** and
inelastic neutron scattering '*** and is assigned to the O - -+ O stretching mode of

the O-H - -+ O unit. This band is located approximately at the same frequency in the
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Fig. 11 (a) The prediction of the MHT (solid line) with only two Debye dispersions in the
dielectric relaxations is compared to experimental results (dashed line) for the solvation time
correlation function S(¢). No high frequency contribution to &(z) has been included. Reprinted
from Fig. 8 in reference 13a, with permission. (b) The same comparison as that shown in Fig.
11(a) but with addition of inter-molecular vibrational and the librational contribution. The
frequency of the IMV mode is taken to be 193 cm™', which is responsible for the decrease of the
high-frequency dielectric constant &, = 3.48 to n,> = 2.1. The frequency of the librational mode is
685 cm ™', which is responsible for the decrease of the high-frequency dielectric constant 7, = 2.1
to n, = 1.77. Reprinted from Fig. 10 in reference 13a, with permission.

Raman and the FIR of H,0, and D,0."** Since it is due to dipole induced dipole
mechanics, this band may be weak or absent in the molecular dynamics simu-
lations **'*% if the polarizability effects are neglected. Note that simulations do locate a
weak Raman peak around 190 cm™', even when polarizability of the solvent is not
taken into account.

If the water molecules were not polarizable, the 200 cm ™' IMV would not affect the
dielectric relaxation, and, as a result, would not affect the polar solvation dynamics.
The IMV and the extended hydrogen bond network would continue to exist even in
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Fig. 12 The theoretical explanation of the physical origin of the three distinct time scales
observed in the solvation dynamics in water is indicated clearly on a typical solvation time
correlation function. Note that the intermediate [200 fs time scale is attributed to damped
rotation. Reprinted from Fig. 3 (top) in reference 9, with permission from the American
Chemical Society. ©American Chemical Society.

the absence of the polarizability. Such a situation indeed arises in computer
simulations.'"!

One immediate consequence of neglect of polarizability is that the optical dielectric
constant is equal to unity. That is, #* = 1. Another important consequence is that the
dielectric relaxation from ¢, = 4.93 to n* = 1 now must proceed via the libration and
higher frequency modes. Maroncelli and Fleming performed a detailed simulation
study of solvation dynamics in non-polarizable water.""! Roy and Bagchi'?’ have per-
formed a separate set of calculations for S(¢) where two Debye dispersion and a single
libration (underdamped) are included. The frequency of this libration is taken to be
685 cm ! which is responsible for the dispersion ¢, = 4.92 to n* = 1. The results are
shown in Fig. 13 which compare rather well with the simulated results of Maroncelli
and Fleming.""* However, the relaxation rate seems to be faster than what has been
observed in experiments,* in agreement with theoretical prediction.

6.2 Instantaneous normal mode (INM) approach

In solids, the lattice dynamics is usually described in terms of the normal modes of
vibration which are essentially the phonons. On a very short time scale, a dense liquid
behaves like a solid and the short time solvent response is essentially elastic. Therefore,
it should be possible to construct the phonon picture for classical liquids at short
times. In liquids, these modes could be the harmonic oscillation around the equi-
librium position of each atom or molecule. This idea of describing liquids at short
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Fig. 13 This figure illustrates the enhancement of the rate of aqueous solvation dynamics when
the polarizability of water molecules is ignored (this has been a common assumption of most
of the simulations on water). The figure shows the comparison of the calculated (solid line)
solvation time correlation function (S(¢)) with the simulated result (dashed line) of Maroncelli
and Fleming.'" Reprinted from Fig. 2 in reference 127, with permission.

times in terms of elementary excitations (phonon picture) has a long history and has
been elegantly described by Zwanzig.'**!%” Since ultrafast solvation occurs on a very
short time scale, it is natural that this process can be described by a set of quasi normal
modes which, even though they have a very short life time (because of mode-mixing),
may suffice for this extremely fast relaxation process. A detailed study along these lines
has been initiated by Stratt,"*® who coined the term instantaneous normal modes for
these transient modes. Ladanyi, Stratt and coworkers?*!5*7'%* have carried out a
detailed investigation in establishing the mechanism of the ultrafast solvent response
at short times. According to the picture provided by Ladanyi and Stratt,"*® the aque-
ous solvation is dominated by the simultaneous participation of the nearest-neighbor
solvent molecules where the solvent libration is the most efficient route to the
solvation. This study is also limited by the neglect of the polarizability of water
molecules and thus excludes the participation of the inter-molecular vibration in the
solvation dynamics.

7 Effects of ultrafast solvation on dynamic processes in water

The discovery that 60-70% of solvation dynamics in water proceeds with a time scale
of a few tens of femtoseconds automatically suggests that this can play an important
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role in many dynamic processes in water related to solvation. Two such processes are
the ion transport in aqueous electrolyte solutions and electron transfer reactions. It is
found that in both the cases, ultrafast solvation leads to a dramatic reduction in the
polar solvent control of the process. In the following we briefly discuss the new under-
standing that has emerged due to the presence of the ultrafast component in
solvation.

7.1 Ultrafast solvation and ionic mobility in aqueous electrolyte solutions

The limiting ionic conductivity (4,) of small rigid ions, like Li*, Na*, K*, Cs*, Rb",
CI7, Br™ and others, shows an unusual dependence on the size of the ions. Since the
limiting ionic conductivity is proportional to the mobility of the ion, one obtains the
following Walden’s law by applying the Stokes—Einstein relation between diffusion
and viscosity:

AO”/ = C/rion (14)

where # is the viscosity of the solvent (here water) and r,, is the crystallographic
radius of the ion. The left hand side of the above equation is known as the Walden
product. When one plots the Walden product vs. 1/r,,,, one obtains a non-monotonic
curve with a rather sharp maximum near the cesium ion. This ion size dependence is
shown in Fig. 14. The experimental Ay value for Li* is more than an order of magni-
tude smaller than the prediction of the Walden’s law, even Na* has a limiting ionic
conductivity which is three times smaller than the value given by Walden’s law! This
unusual behaviour of limiting ionic conductivity in aqueous solutions has drawn the
attention of physical chemists for more than a century.

Several theoretical works have earlier addressed the problem on the non-monotonic
size dependence of 4,.'%7"> The model of Boyd and Zwanzig assumed that the addi-
tional friction due to ion-solvent interaction (the dielectric friction) can be calculated
by modeling the solvent as a dielectric continuum which is characterized by a Debye
dielectric relaxation time 7. The prediction of the Zwanzig theory is compared with
experimental results in Fig. 14. Note that although the continuum model can capture
the non-monotonicity of the limiting ionic conductivity, it vastly overestimates the
value of the dielectric friction (that is, underestimates the mobility). The continuum
model was further developed by Hubbard and Onsager '’ and the predictions of this
theory are also shown in Fig. 14. Although this theory works well for intermediate
sized ions, it fails for smaller sizes.

In a marked departure from the continuum model based theories, Wolynes
developed a molecular theory of ionic mobility by using a molecular hydrodynamic
approach where the dielectric friction on the ion was calculated by using the well-
known Kirkwood formula '™ which expresses the friction as a time integral over the
force-force time correlation function. The latter can be related to the longitudinal
polarization relaxation time correlation function. Colonomos and Wolynes!'”
performed a numerical calculation of the dielectric friction and obtained good
agreement, although the solvent was approximated to have only the Debye dielectric
relaxation time—that is, the ultrafast solvation components were not included! In
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Fig. 14 Comparison of the experimental results on limiting ionic conductivity (4,) with the
predictions from the well-known continuum theories. The experimental values of the limiting
ionic mobility of rigid, monopositive ions in water at 298 K are plotted as a function of the
inverse of the crystallographic ionic radius r,,, . The experimental results are denoted by the
solid circles. The solid line represents the predictions of Stokes’s law with a slip boundary
condition, the large dashed line represents the Hubbard—Onsager theory, and the small dashed
line is the prediction of the theory of Zwanzig with a slip boundary condition. Note that Stokes’s
law is quite valid for the large tetra-alkyl ammonium ions. Reprinted from Fig. 2 in reference 135,
with permission from the the American Chemical Society. ©American Chemical Society.

order to remove this lacuna, recently a detailed microscopic theory has been
developed which includes not only the effects of ultrafast solvent modes but also a
detailed intermolecular spatial and orientational correlation function. The predictions
of this theory are in reasonable agreement with the experimental results, as shown in
Fig. 15. It was further found that the ultrafast solvation modes play an important role
by significantly lowering the value of the dielectric friction by opening up fast relaxation
channels of the fluctuating force—time correlation function. If one includes only the slow
(10 ps) component of polarization relaxation, then the theory predicts mobility that is
comparable to Zwanzig’s continuum model.

There have been several computer simulation studies of ionic mobility in water,
Berkowitz and Wan'” have examined the assumption made in analytical theories
concerning the cross-correlation between the spherical, non-polar part of the inter-
action potential and the angular ion-dipole interaction. Neglect of this cross-
correlation allows one to write the total friction as a sum of Stokes friction due to
viscosity and the dielectric friction due to polar interactions. Simulations of Berkowitz
and coworkers show that such a separation could be questionable.”” Lee and
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Fig. 15 Comparison of the values of the limiting ionic conductivity 4, of rigid, monopositive
ions with the prediction of the molecular theory that takes into account of the ultrafast sub-50 fs
solvation dynamics in liquid water. Here 4, is plotted as a function of the inverse ionic radius
o | in water at 298 K. The solid line represents the predictions of the microscopic theory. The
solid circles denote the experimental results. Reprinted from Fig. 4 in reference 135, with permis-
sion from the American Chemical Society. © American Chemical Society.

Rasaiah ' carried out extensive molecular dynamics simulations of ionic mobilities
of both anions and cations, by taking into account the differing interaction potential
of these two ions with water. These simulations could reproduce semi-quantitatively
the difference in ionic mobility between halide anions and alkali cations—
experimentally these two series fall on two different curves, although the sizes are
comparable. The theories of dielectric friction have not yet been extended to address
this difference. An interesting outcome of the simulations of Lee and Rasiah'”® is
the marked dependence of the conductivity on the ion—solvent and solvent-solvent
interaction potential.

7.2 Dynamic solvent effects on electron transfer reactions

As the motion of an electron can be strongly coupled to solvent polarization modes,
the dynamics of solvent polarization can in principle have complex and diverse effects
on the rate of an electron transfer.'*'® However, the extent of these solvent effects is
largely determined by the electronic coupling between the two participating potential
energy surfaces. Thus, solvent effects are expected to be minimal for non-adiabatic
electron transfer reactions where the electronic coupling between the two surfaces is
small and the rate is determined by this coupling. In the opposite limit of an adiabatic
electron transfer reaction when the coupling is so strong that ETR occurs on a single
ground state potential energy surface, solvent effects can be very important. It was

Annu. Rep. Prog. Chem., Sect. C, 2003, 99, 127-175 149



pointed out by Zusman '* that in this limit, the electron transfer rate could be deter-
mined by solvent fluctuations. The Zusman expression for the rate is given by: '8

k =

et ion
L

exp(—E, /kyT) (15)

where E, is the activation energy of an adiabatic electron transfer reaction, given by
the well-known Marcus expression and 71" is the longitudinal relaxation time, given
earlier by eqn. (11). In a seminal paper, Hynes '*' extended Zusman’s theory '® to treat
non-Debye solvent relaxation and showed how to link solvent effects directly to the
solvation time correlation function. In essence, the theory uses Grote—-Hynes '** theory
to calculate the rate of an adiabatic electron transfer where the frequency dependent
friction is obtained from solvent time correlation functions. In Fig. 16, the real part of
the friction on the electron transfer reaction is shown, as obtained by using the sol-
vation time correlation function in water, acetonitrile and methanol. The friction has
been scaled by the zero frequency friction in each case. Note that if ultrafast solvation
is neglected, then the friction on the reaction motion is equal to the zero frequency
friction in each case. In that limit, we get back Zusman’s result. However, due to the

1.0 T T T T

Fig. 16 The real part of the frequency dependent friction, (), acting along the reaction
coordinate for an adiabatic electron transfer reaction, is plotted as a function of the Laplace—
Fourier frequency, w, for an outer-sphere electron transfer reaction in methanol (solid line),
water (short dashed line) and acetonitrile ( long dashed line). {, Is the zero frequency friction of
the respective solvent. {, = 6.18 x 10" s™' for methanol, 1.05 x 10" s™' for water and 2.54 x
10" 57! for acetonitrile. The frequency is scaled by 7, which is equal to 0.06, 0.1 and 0.45 ps for
methanol, water and acetonitrile, respectively. The solute to solvent size ratio is 3.0 in all the three
solvents. Reprinted from reference 1275, Fig. 2, with permission from the American Chemical
Society. ©American Chemical Society.
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presence of the ultrafast solvent modes, the friction on the reaction is much reduced.
The results are particularly striking for water. If ultrafast solvent modes are neg-
lected, then the rate of an adiabatic electron transfer reaction is predicted to be
strongly reduced, even for a weakly adiabatic reaction, in contradiction to the
experimental results. The ultrafast solvent modes drastically reduce the friction at
the reactive frequency and as a result, weakly adiabatic reactions are predicted to
obey the transition state theory. Actually, some of the above results were found via
simulations by Carter and Hynes."* However, the origin of the absence of solvent
effects was fully understood only after the sub-100 fs ultrafast solvation in water was
discovered.

8 Water solvation dynamics in several related systems

In the following we discuss recent developments in several important related areas
where studies on solvation dynamics were motivated by the new results obtained in
bulk water. The coverage is not exhaustive but aims at providing a glimpse of these
emerging areas.

8.1 Dynamics of solvation in aqueous electrolyte solutions

Huppert ef al.'® and Chapman and Maroncelli **® carried out experimental studies of
solvation dynamics in aqueous electrolyte solutions of varying ion concentration
ranging from 1073 to 3 M. It was found that the relaxation of the ion—solution inter-
action energy can be separated into its solvent and ionic components. The solvent
response was found to be much faster than the ionic relaxation. An interesting observ-
ation of these studies is an increase in the long-time solvation rate with an increase in
the ion concentration. This effect is rather strong, as shown in Fig. 17. Neria and

S(t)

Time(ns)

Fig. 17 The time dependence of the spectral response functions, C(¢), of Coumarin 102 in
NaClO,/acetonitrile solutions at various salt concentrations. From bottom to top the salt con-
centrations are 0.1, 0.25, 0.5, 1.0 and 2.0 M. Reprinted from Fig. 7(b) of reference 186, with
permission from the American Chemical Society. ©American Chemical Society.
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Nitzan'® have carried out a detailed computer simulation study of solvation dynam-
ics in ionic solutions. They found that there is a fast Gaussian decay characterized by
the Gaussian time constant 7 which is followed by a very slow exponential-like decay.
It was also found that the Gaussian time constant is practically independent of ion
concentration whereas the long exponential time constant depends rather strongly on
ion concentration and it decreases when the ion concentration is increased. On the
theoretical side, van der Zwan and Hynes'® studied the role of the ion atmosphere
relaxation on dipole solvation dynamics by employing a primitive model of the solu-
tion and the Debye-Falkenhagen theory'® of ion atmosphere relaxation. Because of
the use of a primitive model, the effects of solvent dynamics could be considered in
their theory.

Recently, Chandra and coworkers presented a molecular theory of ion sol-
vation dynamics in aqueous electrolyte solutions, which properly includes the molecu-
larity of both solvent and ions. In their study, a fast initial decay was found in the
solvation dynamics which was then followed by a slow exponential decay, in agree-
ment with the observations of experiments and computer simulations.’**** Accord-
ing to this theory, at short times the relaxation of S(¢) is Gaussian with a time constant
which is essentially the same as in bulk water. The long decay is predicted to be
exponential with a time constant ¢y, which is inversely proportional to the conductiv-
ity o of the solution. Thus, while the initial Gaussian decay depends only weakly on
ion concentration, the long time decay of the solvation time correlation function
decreases with ion concentration. Thus, the predicted ion concentration depend-
ence of solvation dynamics is consistent with the experimental results of solvation
dynamics in solutions of varying ionic strength (Fig. 17).

190-192

8.2 Dynamics of electron solvation in water

The quantum nature of the electron, its light mass and high polarizability, coupled
with the large polarizability of oxygen and the hydrogen bond network of water, make
the issue of solvation dynamics of electrons in water unconventional. Many experi-
mental, computer simulation and theoretical studies have been carried out to under-
stand this interesting problem which has relevance to reactions in water. Initial femto-
second spectroscopic studies of Eisnethal and coworkers'®® and Gauduel et al ¥**'%
showed that before the electron gets solvated, it takes about 100 fs to get localized.
Computer simulations of Schwartz and Rossky '*® found the solvent response function
to be bimodal with an initial Gaussian component of about 25 fs. The rest of the
solvation is relatively slow with a time constant of 250 fs. Barbara and coworkers ¥’
studied the solvation dynamics of hydrated electrons in water by using femtosecond
pump-probe spectroscopy, with 35 fs resolution. They measured the signal at different
wavelengths both for normal and heavy water. This experimental study confirmed
many of the predictions made by earlier workers.'?*'**!%® The observed dynamics
primarily reflected the p-state solvation with a time constant of initial ultrafast inertial
solvation in the 30-80 fs range. Thus, the current understanding of the physical pro-
cess involved in electron solvation appears to be as follows. At first the excited electron
undergoes displacements in the search for a pre-existing trap. This search is accom-
panied and facilitated by the orientational polarization of the water molecules away
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from the electron. This collective polarization gives rise to a spectral shift in the 30—
80 fs range, just as in the case of an ion in bulk water. This leads to the formation of an
equilibrated and solvated p-state electron. The non-adiabatic transition to the s state
occurs on a much slower time scale. The solvation of the newly created s-state is again
fast, occurring in the sub-100 fs time scale. On the theory side, Rips!"*''® has pre-
sented a hydrodynamic model of electron solvation where the solvation process is
assumed to involve a contraction of the initial cavity size.

8.3 Solvation dynamics in supercritical water

The critical point of water is located at a pressure (P.) of 22.1 MPa, temperature (7T'.)
of 847 K and density (p.) of 0.32 g cm~>. By supercritical water (SCW) one usually
means water at high temperature (above 847 K) and relatively high density. At such a
high temperature, the extended hydrogen bond network of liquid water becomes
essentially non-existent and water shows certain remarkable properties. The dielectric
constant of SCW is only 6, making it similar to organic solvents in many respects.'”
Thus, many organic solutes, like benzene and toluene are soluble in SCW which makes
it a suitable future material for extraction and cleaning processes. Simulation studies
of solvation dynamics in SCW have been reported for the first time by Re and Laria.?*
Their studies indicated a biphasic decay of solvation energy, with an ultrafast decay,
rather similar to that observed for bulk water. This is rather surprising because here
the density is low, the extended hydrogen bond network is non-existent, thereby
eliminating contributions from the libration and the intermolecular vibration modes.
Their results were subsequently corroborated by theory?' which shows that the
ultrafast component arises here from the very fast rotational motion of small water
molecules. These results are yet to be verified experimentally. Recent simulation stud-
ies 222 find that the solvation dynamics in SC CHF; and CO, is biphasic in nature.
The fast component of the total solvation energy here decays with a time constant of
about a picosecond. The other component relaxes at a rate with a time constant in the
tens of picoseconds regime. A set of very recent experimental studies*** employing the
time correlated single photon counting technique has, however, indicated that the slow
component has a time constant of about 50-70 ps which is much slower than that
observed in the above simulation.

9 Water dynamics in protein hydration layers

As already mentioned, the water molecules in the immediate vicinity of biomolecules
(proteins and DNA) and complex systems (micelles, lipids) exhibit dynamic properties
that are quite different from those in the bulk.**"*! In these systems, water molecules
experience a surface that is heterogeneous, even on a molecular length scale and the
interaction with the surface is often quite strong, leading to a disruption of the hydro-
gen bond network of bulk water. Measurements of the rotation and translation diffu-
sion coefficients of proteins in aqueous protein solutions show that an explanation of
the observed values requires that a radius, larger than the actual radius, of the protein
be used in the Stokes expression of the friction (from hydrodynamics).?** The study

Annu. Rep. Prog. Chem., Sect. C, 2003, 99, 127-175 153



of the nuclear Overhauser effect (NOE), gave an upper limit of 500 ps of residence
time for most of the water molecules in the layer.’® Other sources of information
about biological water are from X-ray diffraction and neutron scattering.?**?** Both
give, in the crystalline form of the protein, a measure of the number of bound water
molecules. Typically, 60-70% of the exposed sites of a protein are found, on the
average, to be occupied by water molecules. Recent computer simulations and sol-
vation dynamics experiments provide detailed information about the dynamics of
biological water.

9.1 Computer simulation studies of hydration dynamics

In the following, we summarize some of the results obtained by molecular dynamics
simulations of hydration water. (i) The residence time of water molecules in the
hydration layer of myoglobin is found to have a distribution between somewhat less
than 30 ps to more than 80 ps which was the longest run time of the simulation 2**2%°
The water molecules with much longer residence times are those which are either
buried inside protein cavities or in the clefts or have multiple interactions with the
protein and have higher (than average) binding energies. The binding energy distribu-
tion has values ranging from 0.5 to 9 kcal mol™'. (ii) Gu and Shoenborn found a
strong peak in the radial distribution function for hydrogen bonding between the
protein surface and water molecules.?® (iii) The trajectory of individual water mole-
cules clearly shows two entirely different behaviours—one for the bound state and the
other for the moving (free) state. Rapid exchange between the two states was observed
suggesting the existence of a dynamic equilibrium between the two states>**** (iv)
Simulations suggest a lower number of tightly bound water molecules than observed
in diffraction measurements. In a study of the dynamics of the protein hydration layer,
Rocchi et al. calculated a layer survival correlation time which was allowed to decay
when a water molecule leaves or enters the layer.?* This correlation function was
found to decay slowly for the nearest layer. (v) The average orientational time corre-
lation function was markedly non-exponential and the average translational motion
was sub-diffusive. The orientational time correlation function can be fitted to a
stretched exponential with the value of the exponent significantly less than unity.
Marchi et al. found that the rotational relaxation of water in the vicinity of a simu-
lated lysozyme is 3-7 times slower than that in the bulk, depending on how the
hydration shell is defined.?”” The same simulation also reported the observation of
the sub-diffusive diffusion of water molecules. (vi) A recent simulation study of the
hydration of protein ribonuclease A reported that at room temperature and at high
hydration, significant translational and rotational motions occur.*® (vii) Boresch,
Hoechtl and Steinhauser have simulated the frequency dependent dielectric properties
of ubiquitin solution by a long MD simulation.?® They observed a significant
dielectric increment for the static dielectric constant at low frequencies but a decre-
ment at high frequencies (which is of course expected). When the overall dielectric
response was decomposed into the protein—protein, water—water and the water—
protein cross terms, the most important contribution was found to arise from the self-
term of water. Simulation beautifully captured the bimodal shape of the dielectric
response function as has often been observed in experiments. This is shown in Fig. 18,
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Fig. 18 The simulated frequency-dependent dielectric loss 4my”(w) of the components of a
0.0093 M aqueous ubiquitin solution: protein—protein (P) and water—water (W) self-terms, as
well as 2 the protein—water cross-term (P-W). In addition, 4ny”"(w) of the solution as a whole
(total) and the sum of the protein and water self-term, i.e., the overall spectrum minus the pro-
tein—water cross-term, is given (P + W). Reprinted from Fig. 4 in reference 209, with permission
from the American Chemical Society. ©American Chemical Society.

where the relative contributions of the pure and cross-terms, as found by Boresch
et al.*® are also indicated. Pettitt and coworkers?® have presented an elegant physical
picture of solvation and hydration of proteins and nucleic acids, based on extensive
computer simulations and theoretical calculations.

9.2 Dielectric relaxation of aqueous protein solutions

The dielectric spectra of aqueous protein solutions have been a subject of long stand-
ing interest and have been reviewed recently.!! These solutions exhibit an anomalous
dielectric increment.?’®*'! A typical experimental result illustrating the dielectric
increment is shown in Fig. 19 where the real part of the frequency dependent dielectric
constant of myoglobin is evident. Not only the increment, but the shape of this curve
also, has drawn a lot of attention. In a detailed review, Oncley ' discussed the effect
of orientational motions of the large protein molecules and smaller water molecules
on the dielectric spectrum of an aqueous protein solution and proposed that the
dielectric increment arises solely due to the contributions of the protein molecules.
According to Kirkwood and Shumaker,?*® the fluctuation of the dipole moment due
to proton transfer could be responsible for the observed low-frequency dispersion. In
an important departure from the above physical models, Jacobson?' proposed a
model of structured water surrounding the macromolecule to explain the dielectric
properties of aqueous protein solutions. Most recently inelastic incoherent neutron
scattering data support the existence of structured water around proteins.?®

There are certain universal features in the dielectric relaxation spectra of
aqueous protein solutions. One usually finds two distinct loss peaks near 10 MHz and
10 GHz.*'%2"7 These two peaks correspond to the protein and bulk water relaxations,
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Fig. 19 Concentration dependence of the real part of the complex frequency-dependent
dielectric function (&) of aqueous myoglobin solution (concentrations are 77, 99 and 161 mg
mL™', respectively) as obtained from different experiments at 293.15 K. The symbols denote
experimental results'! while the solid line is a fit to the theory of Nandi and Bagchi.?! Plots of
different concentrations as obtained from the theory and experiment are indicated by different
symbols. Reprinted from Fig. 11 of reference 11, with permission from the American Chemical
Society. ©American Chemical Society.

respectively (see Fig. 18). The additional high frequency dispersions, observed within
the range of 10 MHz to 10 GHz, are often referred to as ¢ dispersion (J;; and J,,
dispersions). While the two peaks near 10 MHz and 10 GHz are high and distinct, the
dispersion occurs in the plateau region of the dielectric spectra and has relatively less
weight.?'” Dachwitz et al. suggested that the dispersion is due to the bound water and
internal motions of myoglobin.?'® Similar results were obtained for other proteins.?!’
Mashimo et al. assigned the low frequency process to the relaxation of bound water
and the high frequency process to the relaxation of free water, respectively.?'®

The almost universally observed bimodal relaxation dynamics of water near a bio-
molecule have been explained recently by Nandi and Bagchi?! in terms of a dynamic
exchange model between the free and bound water states. Halle and cowokers?'*?2
suggested a similar dynamic exchange between the slowly rotating internal and the
fast external water molecules from the NMR relaxation of 'O nuclei.

9.3 Experimental studies on solvation in the hydration layer
Several important solvation dynamics experiments have been carried out very
recently on the solvation dynamics of probes at hydrated protein surfaces and

reported that the solvation dynamics of protein bound fluorophores is significantly
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slower compared to that in bulk water. Pierce and Boxer?! and Bashkin et al.*?
reported that the solvation dynamics in the protein environments is non-exponential
with a long component with a time constant of the order of 10 ns. It is interesting to
note that this time scale is very close to the nanosecond component of the dielectric
relaxation earlier observed for the aqueous protein solutions.??'! Fleming and
coworkers used the three-pulse photon echo peak shift technique to examine the
solvation of Eosin at the surface of aqueous lysozyme.® In addition to the ultrafast
bulk water response discussed earlier, they found a slow component which is as slow
as 500 ps. This slow component was found to have an amplitude of 8%. The experi-
mental result of the solvation—time correlation function of Eosin in lysozyme is
shown in Fig. 20. Analysis of the experimental data via the generalized continuum
model of Song and Marcus led to the conclusion that the slow component originates
from the motion of the side-chains of the protein.
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Fig. 20 Logarithmic (log) plot of the peak shift data of Eosin in water (solid circles) and
lysozyme complex in water (open triangles). The inset shows a log—log plot of the lysozyme data
(open triangles) with fit (solid line). Reprinted from Fig. 4 in reference 62, with permission from
the American Chemical Society. ©American Chemical Society.

In a series of elegant experiments,™® Zewail and coworkers have examined the
solvation dynamics of newly excited tryptophan in several proteins. The advantage of

using tryptophan as a probe is two-fold. First, it is a natural probe, so conformation

Annu. Rep. Prog. Chem., Sect. C, 2003, 99, 127-175 157



of the protein is not disturbed and solvation of the native state is explored. Second,
one can study proteins where the tryptophan is partly or fully exposed to water, and so
solvation dynamics studies allow one to probe the response of biological water. Zewail
and coworkers found a slow component in the solvation time correlation function
which is in the range of 20-40 ps.>®® This is more than an order of magnitude slower
than the bulk response. The results of Zewail and coworkers are shown in Fig. 21 for
the protein Subtilisin Carlsberg (SC). The inset in the same figure shows the faster
solvation when the probe is dansyl bonded and placed at a distance of 6-7 A from the
protein surface. The results of these studies have been interpreted by using the
dynamic exchange model discussed below.
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Fig. 21 Experimental determination of the hydration time correlation function for tryptophan
probe in the surface of the protein Subtilisin Carlsberg (SC). The inset shows the same for
Dansyl bonded SC where the probe is 6-7 A away from the surface. Reprinted from reference 9
with permission from the American Chemical Society. ©American Chemical Society.

9.4 Quantitative predictions of the dynamic exchange model

The dynamic exchange model?"*31521%220 epyisages the emergence of multiple
(especially slow) time scales due to the existence of a dynamic equilibrium between the
bound and free water molecules in the surface of biomolecules or self-assembly. At the
centre of this model lies the assumption that the water molecules at the surface of
proteins can be considered as distinct species because of their strong hydrogen bond-
ing to the biomolecular surface. This equilibrium can be symbolically written as: 2312

bound water = free water

Bound water is not a unique species because there is a distribution of the energies of
binding of water molecules to the protein surface. This distribution, denoted by P(e),
is rather interesting. Simulations suggest an exponential distribution of the residence
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time, with a very sharp fall at low values of ¢. A schematic illustration of the energy
distribution is shown in Fig. 22—the low values of ¢ correspond to quasi-free water
molecules near the hydrophobic surface. The bound water molecules are expected to
have a broad distribution centred around a relatively large binding energy. An estimate
of the new time scale due to this dynamic exchange can be obtained as follows. If V(z)
denotes the reduced energy of interaction of a water molecule with the site i/ on the
protein surface (here z is the direction perpendicular to the surface), V(z) will have a
minimum at z 0 3-3.5 A. At smaller distances from the surface, the energy rises
sharply. The potential is shown schematically in the inset of Fig. 22 where all of the
coordinates are also shown.
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Fig. 22 A schematic illustration of the probability density function, P(¢), of the binding energy,
&, of water molecules on a protein surface. The first peak at zero binding energy corresponds to
the quasi-free water molecules while the broad maximum at a larger value corresponds to the
transiently bound water molecules to sites of large binding energies (e.g arginine). The inset
shows a schematic illustration of the potential energy surface V(z) that a water molecule experi-
ences near the protein surface. The Z-direction indicates the distance from the protein surface.
Z = b denotes a position at the surface where the potential energy becomes much larger than
the thermal energy, k3 T'. The reflective barrier in the mean first passage time calculation is placed
at this position by the method of images. Z = Z, denotes the average position of the bound
state and Z = Z, that of the quasi-free state. Z* indicates the position for the activation barrier.

9.5 Orientational and dielectric relaxation

An expression for this slow relaxation has been derived by using the dynamic
exchange model. The starting point is the coupled reaction—diffusion equations of
Nandi and Bagchi,?! which can be solved to obtain the two rate constants, k., for the
dipolar orientational correlation function. These rates are given by:’

ke =0.5[—B *+ V(B — 4Dypky)] (16)
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with B = 2Dy + k¢ + kg, where Dy is the rotational diffusion coefficient of the free
water molecules, k; is the rate of the free to bound transition and kg, is the rate
constant of the reverse process. Typically, the rate constant of the free to bound
reaction, ki, will be larger than that for the reverse process, kg. In the limit when the
rate of conversion from bound to free becomes very small, the above expression
further simplifies and the two rate constants are given by 2Dy and kg,. Thus, while one
time constant remains fast, of the order of 4-5 ps, the other is predicted to slow down
appreciably, even to the extent of hundreds of picosecond. The rate constant kg, is of
course determined by the binding energy. For the majority of sites, the time constant
may range between 20 and 500 ps or so.

9.6 Theory of slow solvation dynamics in the hydration shell

Solvation dynamics of a probe located at the surface of a protein is rather complex
because the probe derives contributions from three different regions: (i) the host pro-
tein molecule, (ii) the water in the hydration shell, and (iii) the bulk water. Experiments
have shown that even in this case the ultrafast sub-100 fs component continues to
exist®? and it is likely that the origin of the ultrafast component remains the same*
i.e., the collective polarization relaxation of bulk water molecules. The sub-200 fs
decay can, in principle, derive contributions from high frequency protein motions. The
new element is the emergence of a slower component with a time constant in the range
20-500 ps, depending on the protein studied.

The dynamic exchange model predicts the two wavenumber (k)-dependent relax-
ation times limiting time constants to be given by:°

Ttast = stmk (173-)
Tslow ~ kfb7] (1 7b)

In the same limit of large activation energies separating the bound state from the
free one, the residence time of the bound water molecules is given essentially by kg ™.
This also gives the residence time of strongly bound water. This is an interesting result
that shows that the long-time component of polar solvation dynamics is equal to the
residence time of the water molecules.

9.7 Rotational friction on an aqueous globular protein: role of hydration shell
dynamics

The hydrodynamic radius (obtained from the Stokes—Einstein—Debye relations) of an
aqueous globular protein is often found to be substantially greater than its actual
radius. This increase in radius is explained pictorially in terms of a hydration shell
around the protein. However, there is as yet no satisfactory quantitative explanation
of the enhanced friction on the protein’s motion in terms of the dynamic character-
istics of the water in the shell.
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The Debye-Stokes—Einstein (DSE) relation between the rotational diffusion co-
efficient (Dg) and the radius (R) is given by:

Dy = kT /87y R? (18)

Here # is the viscosity of bulk water and k7T is the product of the Boltzmann
constant and the temperature 7. The DSE ralation is found to be inadequate—it
predicts too small values for R if the experimental values of Dy are used in eqn. (18).
A size much larger than R needs to be used in the above equation to obtain agreement
with experimental results. For example, for myoglobin, if one uses the radius of 16.5 A
(computed from its volume), one finds an orientational correlation time (equal to
(2Dr)™") of 14 ns while the observed value is 45 ns. Therefore, DSE relation would
require a value of radius that is about 50% larger than the actual value. A similar large
enhancement is required for most of the globular proteins. By using Kirkwood’s well-
known expression for friction,” one can derive a simple expression for the friction due
to the hydration layer:**

Coow = (BUPINR*Lyyp Qi 187 <ty >/(e*<r>*). (19)

For myoglobin, the radius is 16.5 A% If one uses Ly =6 A, =18 D, p = 3.3 x
102 cm™, <> =4 A, ¢, =5, T =300 K, # =0.01 Poise, 77 = 50 ps, Q. = 1 esu and
R =16.5 A, a value of the biological water contribution (Eppw) €qual to 1.9&p,4 is
obtained. That is, the total friction is equal to 2.9&p,, 4. This in turn gives a value of the
rotational correlation function equal to 41 ns which is very close to the experimental
value of 45 ns for myoglobin.

10 Water solvation dynamics in self-organized assemblies

The success in the investigation of solvation dynamics in bulk water motivated many
such studies on complex systems where water is an important ingredient. In addition
to studies of proteins and DNA, a large number of experimental studies and several
computer simulations have been directed towards understanding water dynamics in
self-organized assemblies through studies of solvation dynamics of suitably placed
probes. The organized assemblies include self-assembled molecular aggregates in
polar liquids (e.g. micelles** or vesicles > in water) or nonpolar liquids (e.g. reverse
micelles - or microemulsions **-** in hydrocarbons), cage-like hosts soluble in many
liquids (cyclodextrins "*?** or calixarenes) and semi-rigid materials (e.g. polymers '),
The modern era of solvation dynamics in organized assemblies began with the well-
known work of Vajda et al.™ who found that the solvation dynamics of the Coumarin
probe within a cyclodextrin cavity slow down substantially in the long term. This slow
down is attributed to the quenching of the translational motion of the water mole-
cules inside the cavity. A conclusive understanding may require a detailed computer
simulation, but it is clear that the dynamics in a restricted environment can slow down
dramatically compared to that in the bulk. In the following, we shall discuss the
dynamics of water in micelles, reverse micelles, polymer hydrogels and a few other
systems.
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10.1 Computer simulations of water dynamics in self-organized assemblies

There have been several interesting computer simulation studies aimed at understand-
ing water dynamics in organized assemblies. In an early simulation, Stillinger and
coworkers?® reported that the dynamics of a water molecule at the surface of a
hydrophobic solute is about 20% slower than that in the bulk. In an interesting simu-
lation, Senapati and Chandra**® simulated water inside a cavity and showed that the
dielectric constant of confined water can be significantly smaller than that of the bulk,
extended water. They also found a marked slowing down in the solvation dynamics of
confined water. Ladanyi and coworkers*”** reported a detailed simulation of sol-
vation dynamics inside the water pool of an aqueous reverse micelle, which was held
rigid. The solvation dynamics shows no noticeable slowing down. This may be due to
the fact that the simulation run was limited to only 10 ps. Berne et al.®> showed that
one of the reasons of the high dielectric constant of liquid water is the large contribu-
tion to dipole moment fluctuation arising from the large polarizability of the indi-
vidual water molecules (the dipole induced effect). In an organized assembly, this
polarization effect can get reduced because a large fraction of water molecules are
surrounded by less polarizable groups. This may result in a large decrease in the value
of the dielectric constant. Note that this effect is in addition to the decrease observed
by Senapati et al.**® where the decrease in dielectric constant is due to the suppression
of the long-wavelength moment fluctuation.

Several simulations have been carried out to explore water dynamics on the surface
of a micelle. Klein and coworkers?*#** and Pal et al.**! reported a slowing down in the
water orientational relaxation in the surface of a micelle. Balasubramanian et al
carried out fully atomistic MD simulations of a micelle consisting of caesium per-
fluorooctanoate (CsPFO) surfactant molecules in water.** The CsPFO micelle is
stable over a wide temperature range for the duration of the simulation (5 ns). They
studied orientational relaxation, hydrogen bond lifetime and also solvation dynamics
of the natural probe Cs* ions at the interface. Dramatic slowing down of water
dynamics was observed in all cases. In Fig. 23, the orientational correlation function of
the interfacial water is shown and compared with the same for bulk water. The average
is carried out over the water molecules which are within 4.5 A from the nearest surface
atom. Note the dramatic slow decay in the long time. In the top-half of the same
figure, the time dependence of the dipolar correlation function at short times is shown
at several distances. The decay becomes faster as the water molecules are located at
larger distances from the interface.

In Fig. 24, the solvation time correlation function of a Cs* ion at the interface is
shown. For comparison, the same correlation function now computed in the bulk is
shown in the inset. Note the large difference in the time scale of the decay. An analysis
of the dynamics of water at the interface reveals the following facts. (a) The hydrogen
bond lifetime of the bonds between water and the polar head groups (PHG) at the
surface is longer (by about a factor 5-10) than that between any two water molecules.
The hydrogen bond lifetime correlation functions C,(¢) and S; () are shown in Fig. 25.
This figure can be compared with Fig. 3 where the same functions are shown for bulk
water. This result indicates the presence of quasi-bound water molecules on the sur-
face. The lifetime of the latter is also increased by about 25% near the surface.®
(b) Dynamics of water molecules at the interface is in general slower than those in the
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Fig. 23 The dipolar orientational correlation function of interfacial water. The average is
carried out over all the water molecules which are within 10 A from the nearest surface atom.
Note the slow decay in the long term. The dashed line shows the decay for water molecules in the
bulk. (Top) The time dependence of the dipolar correlation function at short times is shown at
four distances from the surface. These are (from the top): 4.5, 6, 10 and 28 A). The decay
becomes faster as the water molecules are located at increasingly larger distances from the
micellar surface.

1
0.75
0.8
S 05
A
0.6 0.25
A
0
04 | : : M
0 0.25 0.5 0.75
time[ps]
02 r
0 1 I
0 50 100 150

time[ps]
Fig. 24 Computed solvation time correlation function of interfacial Cs* ions. The average has

been carried out over all the water Cs* ions which are within 10 A from the nearest surface atom.
For comparison, we show in the inset the solvation dynamics of Cs™ ions in bulk water.
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Fig. 25 The hydrogen bond lifetime correlation functions (Cy(¢) and S;(z)) for the hydrogen
bond between the polar head group (PHG) of the CsPFO micelle and a water molecule at the

interface. This figure should be compared with Fig. 3 where the same lifetime correlation func-
tions are shown for two water molecules in the bulk.

bulk and the approach to bulk behaviour as one moves away from the micellar surface
is slow. (c) The hydrogen bond between PHG and water molecules is much stronger
than that between any two water molecules. (d) Water molecules at the surface can be
categorized as free (IFW—interfacial free water), singly hydrogen bonded to a PHG
(IFB1—interfacial singly hydrogen bonded) and doubly hydrogen bonded (IFB2)
species, each with well-defined lifetimes and the population ratio is 1 : 8 : 1, that is
singly bonded species are dominant.?*? This is a bit surprising because the doubly
H-bonded species are energetically most favoured. The reason for this is attributed to
entropy.

In a very recent simulation study Pal er al showed that the frequency of the
libration mode of the hydrogen atoms and the frequency of the O-O-O bending mode
undergo a substantial blue shift for bound water molecules at the anionic micellar
surface.”® However, the frequency of the O—O stretch remains unchanged at 200 cm ™.
These results are in very good agreement with the inelastic incoherent neutron scatter-
ing (IINS) data on aqueous protein solutions where a similar blue shift has been
observed for the two modes mentioned above. This blue shift is attributed to the
enhanced rigidity of water at the micellar interface.

Recently, Berkowitz and coworkers?**?** have also employed molecular dynamics
simulations to study the structure and dynamics of a sodium dodecyl sulfate micelle in
water. Their detailed simulations add to the knowledge of this system obtained from
earlier simulations of Klein and coworkers,?*® and that of Mackerell.?*” Here also the
water molecules at the interface form hydrogen bonds with the head groups of the
surfactant, apart from forming hydrogen bonds with other water molecules. About
60% of the interfacial water molecules are singly hydrogen bonded with the micelle,
while 33% form two such hydrogen bonds. A small fraction of the molecules do
not form any hydrogen bonds with the micelle. The reorientational time correlation
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function for the dipoles of the water molecules within a 6 A hydration layer
exhibits slow relaxation, and a long lived plateau that results from the loss of orien-
tational freedom for such water molecules, in agreement with the results obtained by
Balasubrmanian et al.**

10.2 Dielectric relaxation of micelles, reverse micelles and microemulsions

Several relaxation times in the long (us), intermediate (10 ns) and fast (0.1-0.3 ns) time
scales have been detected by Telgmann and Kaatze in micelles using ultrasonic
absorption in the 100 kHz to 2 GHz frequency range.?*® The longest relaxation time is
attributed to the exchange of monomers between the bulk and the micelles while the
fastest to the rotation of the alkyl chains of the surfactants in the core of the micelle.
The intermediate relaxation time has not been assigned to any particular motion.
Recent dielectric relaxation studies of bound water in reverse micelles provide inform-
ation on the mobility of the water molecules in the nanometer-sized pools.?***** THz
spectroscopic studies in the frequency range 0.2-2 THz show that the amplitude of the
dielectric relaxation in the water pool is substantially smaller than that in bulk
water.”® It is suggested that confinement, rather than local structure of the hydrogen-
bonded network, is responsible for the suppression of the relaxation amplitude and that
within the water pool, the “free” water is not structurally equivalent to the bulk water. **
Dielectric relaxation of an AOT-water—carbon tetrachloride (CCl,) microemulsion
in the 0.02-3 GHz frequency range as a function of the water to AOT molar ratio
(0.2< w, < 10) has been reported.?* A single relaxation time (about 7 ns at the lowest
water content, w, = 0.2) was observed which becomes greater with an increase in w;,.

10.3 Solvation dynamics in organized assemblies

Understanding of solvation dynamics in these systems faces several difficulties. First,
the location of the probe can be unclear, one could thus measure an average over
several possible locations of the probe. Second, due to molecular diffusion, a probe
molecule undergoes an excursion over a region with a radius of a few nm within its
excited state lifetime of several nanoseconds. Thus a fluorescent probe actually reports
the property of a microenvironment, with a radius of a few nm.>*

10.3.1 Solvation dynamics in micelles. Micelles have a dense hydrophobic core
while the polar head groups (PHG) are on the surface. It is expected that water
molecules on the surface are constrained by hydrogen bonding with the PHGs. How-
ever, the extent of this effect is not clear. An additional complexity in this case is that
there are three possible locations of the probe, namely the bulk water, the “dry”
micellar core and the Stern layer. Solvation dynamics in micelles have been studied
using Coumarin 480 (C480) and 4-aminophthalimide (4-AP) as probes.?****> Emission
properties of the probes in the micelles are very different from those in water and in
hydrocarbons,***?* indicating that the probes reside neither in bulk water nor in the
core of the micelles and hence, are located in the Stern layer of the micelles. Sarkar et
al*** and Datta et al.** studied solvation dynamics of C480 and 4-AP, respectively, in
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neutral (TX-100), cationic (CTAB) and anionic (SDS) micelles. It is observed that
for SDS, CTAB and TX-100 the average solvation times are respectively 180, 470
and 1450 ps for C480%* and 80, 270 and 720 ps for 4-AP2** Thus, the solvation
dynamics in the Stern layer of micelles is two orders of magnitude slower than
that in the bulk water, about 10 times faster than that in the water pool of the
microemulsions**?* and is slightly faster than the longest component of the
solvation dynamics in y-CD. For both the probes, it is observed that the solvation
times occur in the order TX > CTAB > SDS. Qualitatively, the difference in the
solvation times in the three micelles may be ascribed to the differences in their
structures 2*2*__the thickness of the hydrated shell for TX-100 (25 A) is higher than
that for SDS and CTAB (6-9 A). The SANS studies indicate CTAB micelles are drier
than SDS micelles.**?* 1t is interesting to note that the time scale of solvation is
similar to the intermediate range of dielectric relaxation times reported by Telgmann
and Kaatze.”*®

10.3.2 Solvation dynamics in reverse micelles and microemulsions. Reverse micelles
and microemulsions have a water pool in the core and hydrocarbon chains outside.
The emission spectrum of the probe changes markedly when it is transferred from the
bulk hydrocarbon to the water pool. The absorption maxima of Coumarin 480 (C480)
in n-heptane and water are at 360 and 395 nm, respectively, while the emission maxima
are at 410 and 490 nm, respectively.”>* Addition of AOT and subsequently water to an
n-heptane solution of C-480 results in a very prominent shoulder at 480 nm.**' which
can, therefore, be easily assigned to the C480 molecules in the water pool of the micro-
emulsion. Sarkar et al. studied the solvation dynamics of C480 in AOT/n-heptane/
water microemulsions.”®! They observed a distinct rise time in the nanosecond
time scale at the red end of the emission spectra. They observed that in a small water
pool (w, =4, r,, =8 A) the solvation time is 8 ns while for a very large water pool (w, =
32, r,, = 64 A) the response is bimodal with a fast component of 1.7 ns and a slower
component of 12 ns. As shown in Fig. 26, these studies missed all of the ultrafast
solvation which occurs on the ps (or faster) time scale. Bright and coworkers studied
the solvation dynamics of acrylodan-labeled human serum albumin in an AOT micro-
emulsion by phase fluorimetry.?®* They reported that the solvation time is about 8 ns
for a small water pool (w, = 2) and 2 ns for a large water pool (w, = 8). In order to
explore the effects of ions, Mandal er al.*>* studied the solvation dynamics of 4-AP in
a microemulsion containing the neutral surfactant triton X-100 where no ions are
present in the water pool. The triton X-100 microemulsion also exhibits nanosecond
solvation dynamics.

Levinger et al. studied the solvation dynamics of a charged dye Coumarin 343
(C343) in lecithin and AOT microemulsions using femtosecond upconversion.?*2%
For lecthin microemulsions,”* the solvent relaxation displays a very long component
which does not become complete within 477 ps. This observation is similar to the
nanosecond dynamics reported by Bright et al.** and Sarkar et al.*>' For Na-AOT, the
solvation dynamics reported by Levinger et al.>*® for the charged probe C343 are faster
than those reported by Bright and coworkers®? and Sarkar et al.**' Shirota and
Horie?® have also demonstrated that in the AOT microemulsions the solvation
dynamics of acetonitrile and methanol are non-exponential and 1000 times slower
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Fig. 26 Solvation time correlation function for the solvation of Coumarin 480 dye in the water
pool of reverse micelle AOT/n-heptane at water contents w, = 4 (dashed line) and w, = 32 (solid
line), as obtained from the experiment of Sarkar ez al..

when compared to those in the pure solvents. They attributed the non-exponential
decay to the inherent inhomogeneous nature of the solvent pools.

10.3.3 Solvation dynamics in lipid vesicles. A lipid vesicle resembles a biological
cell. It contains an aqueous volume enclosed within a membrane and dispersed in
bulk water. Red edge excitation spectroscopy (REES) '*"1*2 has been used to study the
state of solvation of a fluorescent probe, in the ground state, in uni-lamellar and
multi-lamellar vesicles. Datta et al. observed that the solvation dynamics of C480 in
dimiristoylphosphaticholine (DMPC) vesicles are highly non-exponential with two
components of 0.6 ns (40%) and 11 ns (60%).> This result is very similar to the
solvation dynamics of the same probe in the large water pools of AOT micro-
emulsions.*®*? The nanosecond solvation dynamics in lipids cannot be due to the
chain dynamics of DMPC which occur on the 100 ns time scale.?%*2¢

11 Concluding remarks and future problems

The present Report attempts to survey the current status of the theoretical, experi-
mental and computer simulation studies on solvation dynamics of water both in
its neat state as well as in complex chemical and biological systems. The recently
discovered ultrafast, sub-50 fs solvation component in bulk water has been reviewed in
detail. We have addressed the role of the intermolecular vibrational modes of water in
this ultrafast solvation. The existence of ultrafast solvation in water has significant
consequencesd in several other dynamic processes in water. We have discussed how the
ultrafast solvation reduces the magnitude of dielectric friction on the motion of small
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rigid ions like Li*, Na* etc. The theoretical value is now in good agreement with the
long known experimental values of limiting ionic conductivity. We have also discussed
the effects of this ultrafast solvation on the electron transfer reaction. Here, this
ultrafast component seems to provide a good explanation for the observed lack of
dynamic solvent effects on many adiabatic electron transfer reactions in water. Recent
theoretical studies have also provided an elegant explanation of the seemingly anom-
alous concentration dependence of the solvation rate in aqueous electrolyte solutions
that has been observed in recent years.

In the second part of the Report, attention has been focused on complex systems
that include biomolecules, like proteins, as well as self-organized molecular assemblies
such as micelles, reverse micelles, vesicles, etc. The experimental, theoretical and simu-
lation studies clearly demonstrate that the dynamics of water present either in the
vicinity of, or entrapped within, the structure of these complex systems are signifi-
cantly different from those of bulk water. The most remarkable effect is the dramatic
slow down in the long time decay of the orientational correlation function of the water
molecules at the surface of a protein or a self-assembly. This slow down persists even
in the average over all of the surface molecules. This slow down is also observed in the
solvation dynamics of the probe as well. However, one fails to notice such a significant
signature in the translational diffusion which slows down only by 25% or so. The
explanation for this disparity is simple—translational diffusion is a much slower
process. The transient hydrogen bonding and concomitant transient localization does
not affect the slow process of translational diffusion.

The above advancement in the study of water solvation dynamics in complex
systems has given rise to several extremely interesting problems for future studies.
A list with a brief discussion of each suggested problem is given below.

11.1 Protein-glass transition at 200 K: Role of water dynamics

Neutron scattering and computer simulation studies have shown that all proteins
undergo a glass transition at around 200 K.?%*?% Experiments and simulations
show that below this temperature, the dynamic behaviour of proteins change from
anharmonic to harmonic. It has been anticipated that below this temperature, pro-
teins form a glassy state. It should be noted that most proteins, the enzymatic activity
ceases below 220 K.2%2%7 It has been argued that water dynamics may hold the key to
the understanding of this unusual behaviour of proteins. Note that water itself is
believed to have a glass transition of around 135 K.?®® It has also been suggested that
water also has a transition temperature of 228 K below it behaves like a strong liquid
while above this temperature, it behaves like a fragile liquid.*® The proximity of this
liquid-liquid transition to the protein glass transition temperature is highly suggestive.
Clearly, at temperatures below 220 K or so, the dynamics of water and protein are
highly coupled. A recent computer simulation has shown that the structural relaxation
of a protein requires relaxation of the water hydrogen bond network and the trans-
lational displacement of surface water molecules.”™ It is, therefore, clear that the
dynamics of water at the interface can play a very important role. This is an interesting
problem that deserves further study.
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11.2 Water mediated molecular recognition

The recognition of binding sites (the ‘sticky’ regions) of proteins by ligands, inhibi-
tors, substrates and other proteins is expected to control, to some extent, the bio-
logical activity of proteins.?’! It is clear that the hydrophilic sites of a protein will be
covered by slow water molecules while the dynamics of water molecules near the
hydrophobic residues are not expected to be substantially perturbed. As a ligand
approaches a protein, an important step towards binding may occur in a short time
(in a few tenths of a picosecond) when the surface water molecules will determine the
rate, and even the outcome of binding.

A microscopic theory of molecular recognition would need to discuss the free
energy barrier (or rather, free energy landscape) at the surface that will be experi-
enced by the incoming ligand. Experiments by Zewail and coworkers”* have already
given an indication of the need of such a molecular level description. In their study
of molecular recognition by a protein mimic, the cobalt picket-fence porphyrin,
Zewail et al*” found the need to assume an energy landscape which involves two
barriers. The first step is the “absorption” of O, in the hydration layer of the protein
which is followed by the subsequent binding. This may be a common mechanism in
many other cases. A more microscopic treatment of such phenomena will require the
inclusion of hydration dynamics at the interface.

11.3 Protein folding and protein association: Role of biological water

The dynamics of water around an extended, unfolded protein certainly play a very
important role in determining the rate of protein folding. For example, hydrophobic
collapse involves movement of water molecules away from the region between two
hydrophobic amino acid residues that form a pair contact. Similarly, beta bends also
involve water mediation. In both of these examples, the water molecules in close
proximity to the protein amino acids are expected to play a critical role. This role will
involve a subtle balance between enthalpic and entropic forces. For example, it is
found that doubly bonded water molecules in the micellar surface are relatively rare,
although energetically favourable.

Water molecules in the protein hydration layer have a finite residence time. This
residence time has a distribution, depending on the nature of the neighbouring pro-
tein surface, and this distribution can play a critical role in protein association. The
final act of association of two proteins may require partial desolvation around the
necessary amino acid residue sites.?’’”® This is only possible if the residence time of
water around these sites is sufficiently short. The residence time is determined by the
dynamics in the hydration layer. This correlation between hydration layer and protein
association is also an important problem that deserves further study.

11.4 Origin of the ultraslow component

The observation of the very slow (C(1-10) ns)) component in the solvation dynamics
of an external probe in micelles, reverse micelles and other self-organized assemblies
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has still defied a satisfactory explanation.’>'® Note that such a slow component is
absent in protein hydration dynamics when a natural probe located near the surface
is used. In such cases, the slowest time observed is just about 40 ps. The ultra-
slow component has also not been observed in the computer simulation studies of
solvation dynamics in micelles and reverse micelles. In the latter cases, the slowest
component is again less than 100 ps. One can think of at least two mechanisms that
could give rise to decay on the ns time scale. First, the solute probe may itself diffuse
after photo-excitation. The free energy for probe re-distribution comes from the
creation of the large dipole moment in the probe. Second, the bound o free water
equilibrium may still be relevant but now the bound water may be trapped inside the
hydrocarbon core. This is possible in TX-100 a neutral micelle which has a thick
hydration shell. Such water molecules will be slow to orient in response to the external
field as they would need to overcome packing and would need to break hydrogen
bonds. This is certainly a worthwhile problem to pursue—both experimentally and
theoretically.

The above list is by no means exhaustive, but it is hoped that it gives a glimpse of
many interesting (and challenging, although often very difficult) problems that remain
to be understood in the area of water solvation dynamics in complex aqueous systems.
This field will surely be an active area of research in the future and one can look
forward to many exciting new results.
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