Magnetic and thermal hysteresis in the $O(N)$-symmetric $(\Phi^2)^3$ model
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We extend our study of hysteresis to the $O(N)$-symmetric $(\Phi^2)^3$ model in three dimensions with the dynamics of the nonconserved order parameter given by a Langevin equation. We analyze both thermal and magnetic hysteresis within this model. We study the systematics of the shapes and areas of hysteresis loops as functions of the amplitude and frequency of the applied field and other parameters in the theory. In the case of magnetic hysteresis we obtain pinched loops for a range of values in parameter space and demonstrate a scaling behavior of the area of the hysteresis loop with the amplitude $H_0$ of the magnetic field for low amplitudes: $A \approx H_0^\alpha$, where the exponent $\alpha = \frac{3}{2}$. This puts the magnetic hysteresis behavior of the $(\Phi^2)^3$ model in the same universality class as that of the $(\Phi^2)^2$ model. Thermal hysteresis, obtained by cycling the temperature in the presence of a small magnetic field, is characterized by asymmetric loops. We find that the area of the thermal hysteresis loops scales as a function of the amplitude of the periodic temperature (for low amplitudes): $A \approx r_0^\alpha$, where $\alpha = 1$. We show that our study is relevant to the physics of ferroelectric materials and charge-density-wave systems. Our observations are consistent with existing experimental data on ferroelectrics and charge-density waves.

I. INTRODUCTION

In the past few years\textsuperscript{1,2} there has been a considerable amount of study on nonequilibrium behavior associated with first-order phase transitions. A prototype example of this phenomenon is the growth of domains following a thermal quench of a system from a high-temperature disordered phase to a low-temperature ordered phase. Questions relating to the initial growth of order (nucleation and spinodal decomposition) and the late-stage growth of ordered domains have been focused upon. Relatively little work has been done on the kinetics of driven systems\textsuperscript{3,4} and on systems in the presence of a periodic driving field. In particular, hysteresis, a widely observed phenomenon in experiments, has not received wide attention.

In some recent papers\textsuperscript{5,6} we had initiated a study of hysteresis in simple model-spin systems subjected to periodic magnetic fields. The model-spin systems investigated were (i) a continuous-spin model in three dimensions where the order parameter is an $N$-component vector and where the free-energy functional has a $(\Phi^2)^3$ interaction with $O(N)$ symmetry. The dynamics of the nonconserving order parameter is specified by a purely relaxational Langevin equation, (ii) a discrete-spin-lattice model in two dimensions where the order parameter is an Ising spin variable with the Hamiltonian having a nearest-neighbor ferromagnetic coupling. The dynamics of the order parameter is generated by a Monte Carlo single-spin-flip algorithm.

The principal motivation for our study was to construct a nonequilibrium statistical-mechanical theory of hysteresis in a variety of spin systems where in fluctuations of the order parameter are incorporated. Our theory was used to study the dependence of the shapes and areas of hysteresis loops on the amplitude $H_0$ and frequency $\Omega$ of the magnetic field and on temperature. It made several qualitative predictions which are borne out by experiments on insulating ferrites.\textsuperscript{5} In addition, it made the prediction that the area of the hysteresis loop scales as a power law of the amplitude and frequency of the magnetic field for low values of the amplitude and frequency. We found that the area scales as $H_0^\alpha \Omega^{\beta}$, where $\alpha = 0.66$ and $\beta = 0.33$ are exponents that are independent of temperature. This is in qualitative agreement with the scaling observed in a wide variety of soft magnets. This empirical scaling behavior, known as the Steinmetz law,\textsuperscript{7} suggests that for low values of the magnetic induction $B_m$ (ranging from 500 to 15 000 G in iron) the area goes as\textsuperscript{8}

$$A \approx B_m^{\alpha}.$$

(1)

Our work on the two-dimensional Ising model, though consistent with such scaling behavior, was not extensive enough to extract accurate exponents. Based on these observations we conjectured the existence of universality classes which would be characterized by the same set of exponents $\alpha$ and $\beta$. This motivates us to study other spin models and check our "universality hypothesis" (for our reason for expecting scaling, see Sec. I of Ref. 6).

In this paper we extend our analysis of hysteresis to an $N$-component spin system with $O(N)$ symmetry in three dimensions, whose free-energy functional possesses a $(\Phi^2)^3$ term. As in Ref. 6, the dynamics of the nonconserved order parameter is specified by a purely relaxa-
tional Langevin equation. A distinct feature of the $(\Phi^2)^3$ model is that, in addition to the conventional magnetic-field-driven first-order phase transition, it exhibits a temperature-induced first-order phase transition. We can therefore study the hysteretic behavior of the magnetization either as the field or temperature is cycled periodically across the phase boundary. On cycling the magnetic field, we obtain pinched hysteresis loops for certain values of the parameters $r$, $u$, and $v$ [see Eq. (2) for a definition of these parameters], in addition to loops similar to those obtained in Ref. 6. We see that the construction in the pinched loops increases as one goes towards the tricritical point (see $a^2$). The area of the thermal hysteresis loops exhibits narrower as one goes towards the tricritical point (see $u^2$). We also see that, fixing the amplitude, the area increases as the frequency decreases. This is in qualitative agreement with the behavior of certain loops obtained in magnetic hysteresis). The area of the loops increases with the amplitude of the periodic part of the temperature. We determine the equilibrium phase diagram of the model described by Eq. (2) for $N = \infty$. A lattice version of this model with a different parametrization scheme was analyzed by Emery,$^{14}$ and Sarbach and Schneider.$^{15}$ They obtained the phase diagram in the limit $N = \infty$. The phase diagram of the above model has also been recently analyzed by Lawrie.$^{16}$ We present an outline of the calculation in the Appendix—details can be found in Refs. 16 and 17. The model has a low-temperature ferromagnetically ordered phase and a high-temperature paramagnetic phase. The phase diagram depends sensitively on the spatial dimension $d$—our results are only valid in three dimensions. We concentrate on the section of the phase diagram which exhibits a thermally driven, first-order phase transition $(r, v > 0, u < 0)$. We summarize the principal results of the equilibrium properties below.

A. Equilibrium properties when $H = 0$

In $d = 3$, there exists two distinct types of phase diagrams in the $u-r$ plane depending on the value of $v$. The phases are distinguished by the values of two order parameters, namely $z = N^{-1}(\Phi^2)$ and $M = \langle \Phi \rangle$. For $0 < v < v_c = 16\pi^2$, two phases—the ferromagnetic and the paramagnetic phases—are obtained, as shown schematically in Fig. 1. The two phases will be described below in greater detail. From Fig. 1 we see that the two phases are separated by a first-order phase boundary (represented by a solid line) and a critical line (represented by a
The numerical values of the first-order phase boundary in the \(v-u\) plane are given in Table I for \(v = 105.2758 < v_c\).

For \(v > v_c\), the tricritical point disappears—the two phases are now separated by a first-order line and critical line which meet at a critical end point. The first-order line extends farther, ending in an ordinary critical point. We do not exhibit this part of the phase diagram and henceforth \(v\) shall always be taken to be less than \(v_c\).

The expressions for the magnetization and the correlation functions to \(O(1)\) in a \(1/N\) expansion in both the paramagnetic and the ferromagnetic phases are given below. These expressions will be used later as initial conditions for the dynamical equations we derive in Sec. III.

1. Paramagnetic phase

In the high-temperature paramagnetic phase the magnetization (at \(H = 0\)) is zero. By isotropy (in the absence of a magnetic field) all off-diagonal components of the two-point correlation function \(C_{\alpha\beta}(q) = \langle \Phi_\alpha(q)\Phi_\beta(-q) \rangle\) are zero. The diagonal components of the correlation function, namely \(C_{\alpha\alpha}(q) = \langle \Phi_\alpha(q)\Phi_\alpha(-q) \rangle\), are all equal and nonzero. Averages are taken over the equilibrium thermal distribution. Higher-order cumulants of \(\Phi_\alpha\) are smaller than \(C_{\alpha\alpha}\) by factors of \(1/N\). Therefore, in the \(N \rightarrow \infty\) limit, these higher-order correlation functions vanish. The diagonal components of the correlation function are given by

\[
C_{\alpha\alpha}(q) = 1/(r + q^2 + uS + vS^2) \quad \text{for} \quad \alpha = 1, \ldots, N, \quad (3)
\]

\[
S = \frac{1}{2\pi^2} \int_0^\infty C_{\alpha\alpha}(q)^2 dq. \quad (4)
\]

Since the theory is regularized on a lattice, we take the upper momentum cutoff to be 1. Equations (3) and (4) are solved self-consistently to obtain \(C_{\alpha\alpha}\).

### Table I. Phase boundary in the \(r-u\) plane. \(v = 105.2758 \times 16\pi^2, H = 0\).

<table>
<thead>
<tr>
<th>(r - r_f)</th>
<th>(u - u_f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.28241</td>
<td>-10.9078</td>
</tr>
<tr>
<td>0.38241</td>
<td>-12.7664</td>
</tr>
<tr>
<td>0.48241</td>
<td>-14.4883</td>
</tr>
<tr>
<td>0.58241</td>
<td>-16.1227</td>
</tr>
<tr>
<td>0.68241</td>
<td>-17.7080</td>
</tr>
<tr>
<td>0.78241</td>
<td>-19.2594</td>
</tr>
<tr>
<td>0.88241</td>
<td>-20.7267</td>
</tr>
<tr>
<td>0.98241</td>
<td>-22.0670</td>
</tr>
<tr>
<td>1.08241</td>
<td>-23.3083</td>
</tr>
<tr>
<td>1.18241</td>
<td>-24.4791</td>
</tr>
<tr>
<td>1.28241</td>
<td>-25.5945</td>
</tr>
<tr>
<td>1.38241</td>
<td>-26.6639</td>
</tr>
<tr>
<td>1.48241</td>
<td>-27.6929</td>
</tr>
</tbody>
</table>

2. Ferromagnetic phase

The low-temperature phase of the theory is an ordered phase in which a spontaneous magnetization \(M\) and \(z\) develop nonzero expectation values. The thermodynamic quantities and correlation functions in this phase are calculated (see the Appendix) in the presence of an infinitesimal magnetic field in the \(\alpha = 1\) direction, i.e., \(H_1 \rightarrow \delta \delta_{11}\). The spontaneous magnetization \(M\) is given by

\[
M = \langle \Phi_1(q) \rangle = \frac{(-u \pm (u^2 - 4rv)^{1/2})/2v}{-\left(1/2\pi^2\right)^{1/2}}, \quad (5a)
\]

while

\[
z = \langle \Phi^2 \rangle = \frac{-u \pm (u^2 - 4rv)^{1/2})/2v}{-\left(1/2\pi^2\right)^{1/2}}, \quad (5b)
\]

We choose that value of the root for which the free-energy density, given by

\[
W(r, u, \nu, v) = \frac{1}{2} r^2 + \frac{1}{4} u^2 + \frac{1}{4} v^2 + \frac{1}{4} \ln 2 \left(1 - \frac{\ln 2}{3}\right),
\]

is a minimum. The off-diagonal components of \(C_{\alpha\alpha}\) are zero (axial symmetry about the ordering direction). The broken-symmetry axis defines a direction in spin space allowing for fluctuations of the order parameter normal to this direction to be different from those parallel to it. The transverse correlation function \(C_{\alpha}\) (which is the component perpendicular to the direction of spontaneous magnetization, \(\alpha \neq 1\)), clearly describes a zero mode, since it is associated with spin-wave fluctuations and hence diverges in the long-wavelength limit,

\[
C_{\alpha\alpha}(q) = q^{-2}. \quad (5c)
\]

All higher-order cumulants go to zero in the large-\(N\) limit.

B. Equilibrium properties when \(H \neq 0\)

We now turn on a uniform magnetic field along the \(\alpha = 1\) direction. We will merely investigate the effect of the magnetic field on the phase diagram in Fig. 1. The first-order line develops two symmetrical first-order "wings" on either side of the \(r-u\) plane (the \(H\) axis points out of the plane of Fig. 1). The first-order freezing temperature \(r_f\) therefore depends on the value of the magnetic field. We find (and this is to be expected) that the ordering temperature \(r_f(H) > r_f(H_2)\) when \(H_1 > H_2\). We also find that for a certain range of values of the parameters \(r\) and \(u\), a change in the magnetic field drives the system from a paramagnetic phase to a ferromagnetic phase across the first-order wing. The magnetization in the ferromagnetic phase is obtained by solving the following set of self-consistent equations:

\[
M = \frac{H}{2\mu^2}, \quad (6a)
\]

\[
\mu^2 = \frac{1}{2}(r + u + v + v^2), \quad (6b)
\]

\[
z = \int_0^\infty \frac{q^2}{2\pi^2} \left[\frac{q^2}{2q^2 + \mu^2}\right] dq + \frac{H^2}{4\mu^2}. \quad (6c)
\]
These equations may not lead to a unique solution for $M$ for a fixed choice of parameters. The equilibrium magnetization is the value of $M$ which minimizes the free energy [Eq. (A7)].

From our analysis of the equilibrium phase diagram of the $(\Phi^2)^3$ model we see that there are two distinct first-order phase boundaries: (i) the phase boundary between ferromagnetic and paramagnetic phases traversed by increasing the temperature $r$ (keeping $u$, $v$, and $H$ (small) fixed); and (ii) the phase boundary between the ferromagnetic phase with positive magnetization and the paramagnetic phase with negative magnetization traversed by changing the magnetic field from positive to negative values through zero (keeping $r$, $v$, and $u$ fixed). We study the kinetics of the $(\Phi^2)^3$ model associated with both the first-order phase boundaries by cycling either the temperature or the magnetic field periodically across them. This will lead us to an analysis of thermal and magnetic hysteresis.

III. DYNAMICS OF THE $(\Phi^2)^3$ THEORY

As we argued in Ref. 6, the order parameter $\Phi_a$ is not conserved and its evolution in time is governed by a Langevin equation. Thermal fluctuations are mimicked by a random noise (whose time scale of variation is much smaller than the time scale of relaxation of the magnetization). The Langevin equation is

$$\frac{d}{dt} \Phi_a(x,t) = -\frac{\delta(BF)}{\delta \Phi_a(x,t)} \eta_a(x,t),$$

where $BF$ is given by Eq. (2). The noise $\eta$ is a Gaussian white noise with the following statistics:

$$\langle \eta_a(x,t) \rangle = 0,$$

$$\langle \eta_a(x,t) \eta_{a'}(x',t') \rangle = 2\Gamma \delta(x-x') \delta(t-t') \delta_{aa'}.$$

$\Gamma$ is a microscopic kinetic coefficient, which we take to be independent of $q$ since $\Phi$ is nonconserved. $\Gamma$ can be estimated from linewidth measurements in ferromagnetic (electric) resonance.

Starting from Eq. (7), we can derive an infinite hierarchy of dynamical equations in the $n$-point correlation functions of $\Phi_a(x,t)$. In the limit $N \to \infty$ this infinite set of different equations is truncated.

In order to derive the dynamical equations for the moments of $\Phi(x,t)$, we substitute the model free-energy functional Eq. (2) into the Langevin equation Eq. (7). In momentum space we get

$$\frac{d}{dt} \Phi_a(q,t) = -\frac{\delta(BF)}{\delta \Phi_a(q,t)} \eta_a(q,t) + \frac{u}{N^2} \int \int \langle \Phi_a \Phi_{a'} \Phi_{a''} \Phi_{a'''} \rangle d q_1 d q_2,$$

and repeated indices imply a summation from 1 to $N$.

Magnetic hysteresis is obtained when the magnetic field is cycled periodically in the $a = 1$ direction of spin space, i.e., $H_a = H_0 \sin(qt) \delta_{a1}$. Thermal hysteresis is obtained when the temperature $r(t) = r_f + \frac{r_0}{2} \cos(qt)$ (here $r_f$ is the ordering (first-order transition) temperature, and $r_0$ is the amplitude of the oscillating part of the temperature). We derive kinetic equations for both these cases in the $N \to \infty$ limit. The details of the derivation can be obtained from Refs. 6 and 17.

A. Magnetic hysteresis

When the magnetic field is varied periodically, the magnetization responds periodically but with a phase lag and higher harmonics. The dynamics of the magnetization $M = \langle \Phi_a(q,t) \rangle$ can be obtained by taking averages with respect to the noise $\eta_a(q,t)$ of all the terms in Eq. (8). Thus

$$\frac{d}{dt} M(q,t) = -\Gamma \left[ (r+q^2)M(q,t) + \frac{u}{N} \int \int \langle \Phi_a \Phi_{a'} \Phi_{a''} \Phi_{a'''} \rangle d q_1 d q_2 + \frac{u}{N^2} \int \int \langle \Phi_a \Phi_{a'} \Phi_{a''} \Phi_{a'''} \rangle d q_1 d q_2 d q_3 d q_4 + H \delta_{a1} \delta_{a0} \right].$$

In Ref. 6 we had shown that if the dynamics of the order parameter is governed by Eqs. (2) and (7), then the magnetization of the $n$-point correlation functions will be translational invariant at all times provided the magnetization and the $n$-point correlation functions at $t=0$ are translationally invariant. Thus in the present study the magnetization will be homogeneous at all times and therefore the $q$ dependence of $M(t)$ can be dropped. Our initial conditions are such that the magnetization points

along the $a=1$ direction of spin space. The above dynamical equations, with the field in the $a=1$ direction, maintain this orientation of the magnetization (see Ref. 6 for a derivation). Thus the $a\neq1$ components of $\langle \Phi_a(q,t) \rangle$ are equal to zero at all times. For $N \to \infty$ the three-point and five-point correlation functions factor exactly into products of one-point and two-point correlation functions.

Also,
The dynamical equations Eqs. (11) can be solved to obtain the shape of the hysteresis loop as a function of the amplitude and frequency of the magnetic field at all points in the phase diagram (Fig. 1). We choose the temperature \( r \) and coupling \( u \) (in our computation we keep \( v \) fixed and equal to 105.2758) such that the spin system is initially (time \( t = 0 \)) at equilibrium in the ferromagnetic phase (with \( H_a = e\delta_{a2} \) and \( e \rightarrow q^3 \)). As the field is cycled, we go past the first-order phase boundary (surface) at \( H = 0 \). We fix \( H_0 \), the amplitude of the magnetic field, and monitor the shape of the hysteresis loop as a function of the frequency \( \Omega \), the frequency of the magnetic field. For a generic point \((r,u)\) in the phase diagram [corresponding to the ferromagnetic phase], away from the first-order boundary (dotted line in Fig. 1) in the \( r-u \) plane, the shapes follow the same sequence of changes as observed in the \( O(N = \infty) \) and \( O^2 \) theories (Ref. 2): from a low-frequency, spindle-shaped hysteresis loop to a high-frequency elliptical loop in the upper half of the \( M-H \) plane. Since these results are the same as those we obtained for the \( O^2 \) theory,\(^1,2\) we refer the reader to Ref. 2 for a detailed account of them. However, we reiterate some of the conclusions of Ref. 2: mean-field hysteresis [obtained by dropping \( C_\perp \) from Eq. (11)] can occur only if \( H > H_{sp} \) (the mean-field spinodal field, which is many orders of magnitude greater than experimentally accessible fields); to obtain symmetric hysteresis loops (i.e., the loop must be symmetric when \( H \rightarrow -H \) and \( M \rightarrow -M \)) for low-field amplitudes, one needs to include fluctuations of the order parameter (via \( C_\perp \) in the \( N = \infty \) limit we consider).

2. Shape as a function of parameters \( r \) and \( u \): pinched hysteresis loops

We now investigate the changes in the shape of the hysteresis loop when \( r \) and \( u \) are varied across the phase diagram (Fig. 1; \( u \) is held fixed and less than \( V^2 \) for convenience). We do not consider values of \( v \) larger than \( v_c \), since the only qualitative change in the phase boundary occurs in the neighborhood of the tricritical point while leaving the triple line largely unaltered. A typical hysteresis loop (denoted as type-I hysteresis loop in the
The classification scheme of Ref. 6) is shown in Fig. 2. The values of the parameters $r$ and $u$ for which such a spinel-shaped loop is obtained are such that the system is away from the triple line (in the ferromagnetic phase). For values of $r$ and $u$ close to the first-order phase boundary, we notice these hysteresis loops develop a slight constriction near $M = 0$. This can be understood by the following the mechanical analogy [discussed in Ref. 6 for a $(\Phi^2)^3$ model]. Consider a particle moving in a potential of the form

$$V(x) = ax^2 + bx^4 + cx^6,$$

where $a, c > 0$ and $b < 0$. This potential has three minima at $x = x_0$, 0, and $x_0^*$. At $t = 0$, the particle be at $x = x_0^*$. This corresponds to a positive magnetization $M = M_{eq}$ in our model. We now apply a homogeneous, periodic field which couples linearly to $x$:

$$V(x,t) = ax^2 + bx^4 + cx^6 - x H_0 \sin(\Omega t).$$

As time evolves, the field goes from positive $H_0$ to negative $H_0$. The particle decays from $x_0^*$ to the $x_0^*$ minimum. For high $H_0$, low $f$ and large $r$ [close to the coexistence curve in the $(\Phi^2)^3$ theory], the particle goes from $x_0^*$ to the $x = 0$ minimum before decaying into the $x_0^*$ minimum. The time spent in the $x = 0$ minimum depends on $r$. The large time spent near $x = 0$ (when $r$ is large) is reflected in the constriction of the $M-H$ curve. These loops are termed pinched hysteresis loops and are observed in several ferroelectrics such as BaTiO$_3$.

As we approach the tricritical point, the loops become narrower and their areas decrease. This is because the equilibrium magnetization decreases (this reduces the remnant magnetization) and fluctuations become more pronounced (this reduces the coercive field) as we approach the tricritical point.

Let us now choose the parameters $r$ and $u$ such that the spin system is initially $|t = 0$ and therefore $H(t) = 0$ in the high-temperature paramagnetic phase. The first-order boundary (encountered while changing $H$, but keeping $r$ and $u$ fixed) is situated at a nonzero value of the field, $H_0(r,u)$ (this corresponds to the first-order wings coming out of the plane of Fig. 1; see Sec. II B). Therefore if the amplitude $H_0$ is made larger than $H_0(r,u)$, the system goes from a paramagnetic phase to a ferro "up" phase, back to the paramagnetic phase, and then to the ferro "down" phase. The constriction in the hysteresis loops generated by such a cycle is very pronounced. Figure 3 shows how loops of type 1 (in the classification scheme discussed in Ref. 6) change their shapes as a function of increasing $r$ ($u$ is held fixed). We see that for low $r$ and high $H_0$, the pronounced constriction leads to the appearance of double hysteresis loops. This behavior is exhibited by various ferroelectric materials and should be compared with the experimental loops of Mert$^3$ for BaTiO$_3$ and Kawada$^4$ for SbSI (see Figs. 5 and 6). In particular note that our theory successfully describes the trend of the variation of the shapes as a function of temperature.

### 3. Scaling of the area of the hysteresis loop

Given a hysteresis loop, we can easily determine its area. The area of the loop is a measure of the work done in cycling the magnetic field through one cycle. Let us fix the parameters $r$, $u$, and $v$ and the frequency $f$. The area of the loops should increase as a function of $H_0$. Since our model does not have fixed-length spins, the magnetization does not saturate completely, though the area is bounded. We shall restrict ourselves to small $H_0$, i.e., $H_0 \ll H_{sp}$, where $H_{sp}$ is the mean-field spinodal field. We find that the area of the asymptotic hysteresis loops scales with $H_0$ as

$$A \propto H_0^a,$$

with $a = 0.60 \pm 0.05$. Figure 4 exhibits this scaling for a wide range of amplitudes and frequencies of the field. This exponent $a$ is, as far as we can tell, independent of the frequency $f$ (for low frequency) and the parameters $r$, $u$, and $v$ (as long as we are in the same region of the phase diagram). We thus conclude that for low values of $H_0$ and $f$, the area $A \propto H_0^{a}$. This exponent should be compared with the scaling exponents obtained in the $(\Phi^2)^3$ model. There we find (Ref. 6) that the area of the hysteresis loop scales as a function of both the amplitude and the frequency of the field as

$$A \propto H_0^a \Omega^b,$$

where $a$ and $b$ are consistent with $\frac{1}{3}$ and $\frac{1}{2}$, respectively. In our study of the $(\Phi^2)^3$ model, we have not investigated the scaling behavior with respect to the frequency. We thus see that without our error bars, the magnetic hysteresis behavior of the $(\Phi^2)^3$ model seems to be in the same "universality class" as the hysteresis (magnetic) behavior of the $(\Phi^2)^3$ model.
4. Analytical results in the high-frequency limit

Equations (11) can be solved analytically in the high-frequency limit by taking a Fourier transform with respect to $t$. This converts the set of nonlinear differential equations into a set of nonlinear integral equations. These integral equations can be solved iteratively for the Fourier-transformed magnetization $\mathbf{M}(\omega)$ and transverse correlation function $C_1(q,\omega)$. This is equivalent to a large-$\Omega$ expansion. The first iterates of $\mathbf{M}(\omega)$ and $C_1(q,\omega)$ are given by

\[ \mathbf{M}(\omega) \text{ and } C_1(q,\omega) \text{ are given by} \]

FIG. 3. Evolution of pinched and double hysteresis loops with increasing $r$. $H_0$ and $h$ are held fixed ($H_0=2.5$ and $h=2 \times 10^{-3}$). The parameters $\mu$ ($= -25.59$) and $\nu$ ($=105.2758$) are also kept constant. The pinched constriction becomes more pronounced as one nears the coexistence curve (from the ferromagnetic side) and crosses into the paramagnetic phase: (a) $r = 1$, (b) $r = 1.5$, (c) $r = 2$, (d) $r = 2.5$, and (e) $r = 3$. 

\[ \text{FIG. 3. Evolution of pinched and double hysteresis loops with increasing } r. H_0 \text{ and } h \text{ are held fixed (} H_0=2.5 \text{ and } h=2 \times 10^{-3}). \text{ The parameters } \mu (= -25.59) \text{ and } \nu (=105.2758) \text{ are also kept constant. The pinched constriction becomes more pronounced as one nears the coexistence curve (from the ferromagnetic side) and crosses into the paramagnetic phase: (a) } r = 1, \text{ (b) } r = 1.5, \text{ (c) } r = 2, \text{ (d) } r = 2.5, \text{ and (e) } r = 3. \]
The exponent $\alpha = 0.6$ is found to be independent of $M(t)$, but is phase shifted. This gives an elliptical hysteresis loop in the upper half plane. Moreover, it is obvious from considering $H(t)$, which is phase shifted, that only odd harmonics contribute to the magnetization loops. We thus see that for large $\Omega$ the shapes of the hysteresis loops are elliptical and do not possess a constriction at $M = 0$. However, it is obvious from considering higher iterates of the solution of the integral equation that only odd harmonics contribute to the magnetization profile at lower frequencies. We also see that for high frequencies the area of the loop scales as $H_0^2 \Omega^1$, which is the same high-frequency scaling seen in the $(\Phi^2)^3$ model. This further leads credence to our assertion that the two models belong to the same universality class regarding magnetic hysteresis.

5. Experimental Status

The three-component $(\Phi^2)^3$ model provides a useful description for phase transitions in displacive ferroelectrics. The order parameter describing the ferroelectric phase transition is the electric polarization vector $P$. The equilibrium behavior of these ferroelectrics (strictly speaking, if the unpolarized crystal has a center of inversion symmetry) is described by the well-known Devonshire theory:

$$F = r \langle P \cdot P \rangle + B \langle P \cdot P \rangle^2 + C \langle P \cdot P \rangle^3 - E \cdot P,$$

where $E$ is the electric field and $r = A (T - T_c)$. The parameters $A$, $B$, and $C$ are taken to be positive definite. The system undergoes a second-order ferroelectric phase transition. However, in displacive ferroelectrics such as $\text{BaTiO}_3$, the polarization vector is strongly coupled to the lattice, so the spontaneous polarization causes a strain which transforms the crystal from a cubic to a tetragonal phase. The elastic modes decay faster than the order parameter and thus can be integrated out, leading to an effective Hamiltonian of the form Eq. (15), with $B$ positive or negative. A negative value of $B$ leads to a temperature-induced first-order ferroelectric transition. An interesting feature of such ferroelectrics is that, in addition to standard hysteresis loops, they exhibit pinched hysteresis loops as the electric field is cycled periodically. This is in accordance with our results (Sec. IV A 2).

The hysteresis loops of good single crystals of ferroelectric $\text{BaTiO}_3$ exhibit rather sharp corners and are distinctly rectangular. The value of the coercive field, measured at room temperature, varies from a minimum of 500 V/cm to a maximum of 2000 V/cm. These experimental values are very much smaller than the value expected on the basis of a simple Landau theory (indicating the relevance of fluctuations of the order parameter).

Figure 5 shows the observed hysteresis curves for a crystal of $\text{BaTiO}_3$, where the Curie temperature is 107 °C. When $T > T_c$ and $E = 0$, the crystal is in a nonpolar state. The $P-E$ curves are thus linear [Fig. 5(a)] for small fields. When $E$ crosses a critical field strength, a distinct change in polarization occurs and one observes a double hysteresis loop [cf. our Fig. 3] as the electric displacement versus electric-field hysteresis loops at various temperatures are shown in Fig. 6. It is seen that above the transition temperature, distinct pinched and double hysteresis loops are observed. Note the qualitative similarity between our results (as discussed in Sec. IV A 2) and those obtained from the experiments quoted above.

Our next prediction concerns the scaling of the area of the hysteresis loop with the applied field amplitude and frequency. There has been no systematic study of the dependence of the area of the loop with the parameters of the applied field for ferroelectrics, in contrast to the immense amount of work on ferromagnets (see the Introduction). While it is true that real ferroelectrics are more complicated than what our simple model would suggest, we feel that our qualitative predictions should still be applicable. Most ferroelectrics possess strong dipolar
forces and lattice\textsuperscript{21} anisotropy effects and are therefore highly anisotropic. We feel that even if these additional complications were included, a scaling behavior of the area would still exist, though the numerical value of the scaling exponents would be different (different universality class). It would be very interesting to check for such a scaling behavior for low amplitudes and frequencies in real ferroelectrics.

B. Thermal hysteresis

1. Evolution of shapes as a function of amplitude and frequency

We have carried out a preliminary analysis of thermal hysteresis in the $(\Phi^3)^3$ theory. Equations (12) are solved numerically to obtain asymptotic shapes (hysteresis loops) for various values of parameters. It is convenient to turn on a small magnetic field ($H \approx 10^{-6}$ in dimensionless units) in the $a = 1$ direction of spin space which or-

ders the spins in the $a = 1$ direction in the ferromagnetic phase (in corresponding experiments on CDW systems a small electric field is turned on). We start from the paramagnetic phase and cycle the temperature across the first-order boundary (wings) into the ferromagnetic phase. We compute the magnetization as a function of the temperature $r$ and study its hysteretic response. We note that, keeping the frequency fixed, there is a progression of shapes as a function of the amplitude $r_0$. For very small amplitudes (the magnitude of $r_0$ for which this is true depends on $\Omega$ and $r$, $u$, and $v$), the loop is extremely narrow and does not enclose an appreciable area. Within our numerical accuracy, we would claim that the area is zero. As the amplitude increases the loop opens out (see Fig. 7) to give an asymmetric hysteresis loop. This loop is asymmetric about the freezing temperature $r^*$. The area of the loop increases with $r_0$. The value of $r_0$ at which the loop opens out is frequency dependent and decreases as $\Omega$ decreases. This is qualitatively similar to the thermal hysteresis loops exhibited by certain CDW systems such as $\sigma$-TaS$_3$ (see Ref. 13).

We see from Figs. 7(b) and 7(c) that the loop changes curvature and the magnetization remains constant (analogous to magnetization saturation in magnetic hysteresis) when $M = 0$. This is because the magnetization is zero throughout the paramagnetic phase, while it is nonzero and temperature dependent in the ferromagnetic phase. The hysteresis loops are asymmetric because the free-energy is not symmetric under $r_f \rightarrow -r_f \rightarrow r_f \rightarrow +r$. The thermal hysteresis loops are qualitatively different from the magnetic hysteresis loops. In the single-particle picture, thermal hysteresis corresponds to the motion of the particle from the central well to one of the outermost wells. This gives rise to the observed asymmetry in the hysteresis loops.

2. Shape systematics as a function of the parameter $u$

We can now study the changes in the shape of hysteresis loops as the parameters $r$ and $u$ vary along the
first-order phase boundary. We fix $v$ to be below $v_c$—this corresponds to the phase diagram shown in Fig. 1. We see that the area of the loop decreases as one moves towards the tricritical point [i.e., as $(r_f, u_F) \rightarrow (r_T, u_T)$]. The reason for this is clear—as we go towards the tricritical point, fluctuations of the order parameter get enhanced. This decreases the coercive field and hence the area of the loop. Furthermore, as we move towards the tricritical point, the jump in the magnetization across the first-order boundary get smaller—this results in a decrease in the remnant magnetization which contributes to a decrease in the area of the loop.

3. Scaling of the area of the hysteresis loop

From the solution of Eqs. (12), we can compute the area of the stable hysteresis loop. This area is a measure of the work done in cycling the temperature through one cycle. Given our earlier work (see Ref. 6 for a discussion), we expect that the area of the hysteresis loop should scale as a function of the amplitude and frequency of the applied field. We see that, as in the $(\Phi^2)^2$ model and the magnetic hysteresis in the $(\Phi^2)^3$ model, the area of the hysteresis loop exhibits a scaling behavior (Fig. 8) as a function of the amplitude of the temperature. We have not done an extensive study to check for the scaling with respect to the frequency of the periodic temperature. Our data are consistent with the scaling law

$$A \sim r_0^\alpha,$$

where $\alpha = 1.0 \pm 0.03$ seems to be independent of the other parameters, namely $\Omega$, $u$, and $v$. This scaling behavior is valid for low values of $r_0$ and $\Omega$. These exponents should be compared with the scaling exponents one gets for the $(\Phi^2)^2$ model and the magnetic hysteresis in the $(\Phi^2)^3$ model where $\bar{\Omega} = \frac{\Omega}{t}$. We thus conclude that thermal hysteresis of the $(\Phi^2)^3$ model is in a different universality class than the magnetic hysteresis in the $(\Phi^2)^2$ model and $(\Phi^2)^3$ models.

4. Analytical results in the high-frequency limit

We can easily write the integral equations corresponding to the differential equations, Eqs. (12). From these integral equations, one can find the harmonic content of the magnetization, i.e., the different Fourier components of the magnetization. The magnetization and the area can be determined in the large-$\Omega$ limit, by an iterative solution of the integral equations. From Eqs. (12), the magnetization in the large-$\Omega$ limit is given by

$$M(t) = M_0 \exp \left( -\frac{r_0}{4\Omega} \sin \Omega t \right),$$

where $M_0$ is the initial magnetization, while the area of the hysteresis loop is given by

$$A = \int_0^{2\pi/\Omega} M(t) \frac{dr}{dt} dt = -\frac{r_0}{2} M_0 \int_0^{2\pi/\Omega} \exp \left( -\frac{r_0}{4\Omega} \sin \Omega t \right) \sin \Omega t dt.$$

For large $\Omega$, this can be written as

$$A = -\frac{M_0 r_0}{2} \sum_{n=0}^{\infty} \left[ \frac{r_0}{4\Omega} \right]^n \frac{\tanh \frac{2\pi}{\Omega} t}{\tanh \frac{4\pi}{\Omega} t} \sin (n+1) \Omega t dt.$$

FIG. 7. Thermal hysteresis loops. The loops are asymmetric about the ordering temperature $r_f$. Note that the loop saturates only on the $M=0$ side of the curve. It is fixed at $5 \times 10^{-3}$. (a) $r_f=1.082, u = -23.3, r_0=0.3$; (b) $r_f=1.082, u = -23.3, r_0=1$; and (c) $r_f=0.3824, u = -12.766, r_0=0.1$. 
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For large $\Omega$, this can be written as

$$A = -\frac{M_0 r_0}{2} \sum_{n=0}^{\infty} \left[ \frac{r_0}{4\Omega} \right]^n \frac{\tanh \frac{2\pi}{\Omega} t}{\tanh \frac{4\pi}{\Omega} t} \sin (n+1) \Omega t dt.$$

(18)
In the $\Omega \to \infty$ limit, the area $A$ scales as $r_0^a \Omega ^{-1}$, as in the magnetic hysteresis of the $(\Phi^2)^3$ and $(\Phi^2)^3$ models. This reflects the fact that the high-frequency hysteresis is governed by the decay of the order parameter in a single (quadratic) well, which is the same in the $(\Phi^2)^3$ (magnetic hysteresis) and $(\Phi^2)^3$ (magnetic and thermal hysteresis) theories.

5. Experimental status

Several ferroelectrics display a temperature-induced first-order phase transition (from the paraelectric to the ferroelectric phase). These systems thus display thermal hysteresis when the temperature is altered periodically across the ferroelectric transition temperature. As we mentioned before, the $N=3$ version of our model, Eq. (15), adequately describes the ferroelectric transition in several displacive ferroelectrics. Our study should therefore be of relevance to thermal hysteresis in ferroelectric systems. In particular, the scaling behavior of the area of the thermal hysteresis loop, Eq. (16), could be easily studied.

In recent years\textsuperscript{22-24} there has been a lot of interest in the nonlinear response of conductivity in charge-density-wave systems. A large number of experiments, which include thermal and electrical history dependence of the Ohmic conductivity $\sigma_0$ and thermal and electrical hysteresis of the dielectric function $\varepsilon(\omega)$, have demonstrated the existence of metastable states of the CDW. For example, experiments\textsuperscript{13} on the CDW system, orthorhombic TaS\textsubscript{3}, have observed a hysteretic response in the conductivity (in the presence of a small external field) when the temperature was cycled periodically through the Peierls transition temperature. Figure 9 shows the results of the thermal hysteresis experiment. It was observed that the area of the hysteresis loop increased with the amplitude of the periodically varying temperature. Furthermore, the hysteresis loops were asymmetric about the Peierls temperature $T_p$ and did not saturate. The area of the hysteresis loop decreased as the amplitude of the temperature was decreased and was almost zero for very small amplitudes. Extensive experiments have been carried out in other pinned CDW systems such as NbSe\textsubscript{3} and K\textsubscript{0.3}MoO\textsubscript{3}. It should be mentioned, however, that hysteresis loops in these systems seem to be independent of the rate of temperature variation. This is a reflection of the details of the dissipation mechanism and the nature of pinning.

We see a qualitative similarity between our results for thermal hysteresis in the $(\Phi^2)^3$ theory and those obtained...
from observing temperature driven hysteresis in CDW systems. However, we have not demonstrated that dynamics of our model Eq. (2) describes nonequilibrium phenomenon in CDW systems in any way (as we have done for ferroelectric systems). We can provide heuristic arguments to relate our model to a model describing CDW systems when the electric field $E$, $\Omega$, and temperature $T$ are small. A phenomenological model which explains most experimental data was proposed by Fukuyama and Lee and Rice (called the FLR model). The model describes an incommensurate, sinusoidal charge-density wave interacting with randomly spaced impurities. If the fluctuations of the randomness are neglected, we recover the rigid model of CDW sliding. This model is equivalent to a commensurate CDW in random field. The rigid approximation is useful when the electric field is much smaller than the threshold field ($\varepsilon_r < 100$ mV/cm in real systems). In the vicinity of the threshold field, fluctuations of the random potential become important. For weak fields, however (much smaller than $\varepsilon_r$), the effects of disorder are minimal, and the rigid model is adequate to describe most of the properties. We can demonstrate that at zero temperature, our model is equivalent to the dynamics of the FLR model in the rigid approximation. Thus our model describes hysteretic behavior in CDW's in the weak pinning, low-field (much smaller than the threshold field) limit.

The existence of many metastable states, some of them differing in large regions, can naturally give rise to many hysteretic and phase memory effects. It would be useful if one could study the hysteretic properties of the full FLR model (which includes fluctuations of the random potential) both at zero and nonzero temperatures (including thermal fluctuations) so as to make a detailed comparison with the many experiments showing various forms of hysteretic behavior.

Notwithstanding all these cautionary remarks, we would like to claim that our model does have certain qualitative features which are of interest in real CDW systems. We feel that the prediction of a scaling behavior for the area of the hysteresis loop as function of the amplitude (for low amplitudes) is an important prediction of the model. This can be easily verified by performing experiments on deformable CDW systems such as TaS$_3$. The exact value of the exponent (namely $\alpha = 1$) may not be seen in experiments, since as we have mentioned, we must be extremely cautious in applying our quantitative results to real CDW systems.

V. COMMENTS

In this paper we have attempted to describe the nonequilibrium statistical mechanics of spin systems driven by an external periodic field across a first-order phase boundary. In particular we have analyzed the hysteretic response of the $N$-component $(\Phi^4 \Phi)^3$ theory. This theory exhibits both magnetic-field-driven and thermally driven first-order phase transitions. Accordingly we study both magnetic and thermal hysteresis. The dynamics of the order parameter is specified by a purely relaxation Langevin equation. Our results are in qualitative agreement with experimental data on magnetic hysteresis in ferroelectrics and on thermal hysteresis in CDW systems. Our most important prediction is the existence of a scaling behavior of the area of the hysteresis loop at low frequencies and low amplitudes, and high frequencies. We find that the area of the magnetic hysteresis loop scales as $H_0^2$, where $\alpha = 0.6$ for low frequencies and amplitudes. The exponent $\alpha$ is independent of the parameters $r, u, v$, and $f/l$. This scaling behavior is similar to the scaling behavior exhibited by the $(\Phi^2)^2$ theory. On the other hand, the area of the thermal hysteresis loop scales as $r_0^1.6$ for low values of the amplitude $r_0$ and frequency. Thus thermal hysteresis belongs to a different universality class than magnetic hysteresis. The high-frequency behavior in the two cases is the same—the area scales as $(amplitude)^2\Omega^{-1}$. The precise values of the exponents are model dependent—as yet we have not attempted a detailed classification of the various dynamical models. The existence of a scaling behavior of the area is, we believe, shared by these various models and will persist when more realistic models are constructed.

The time scales and the frequencies quoted in the text are measured in units of a microscopic relaxation time $\Gamma^{-1}$. The dynamic model is not completely defined until one specifies the nature of the microscopic dissipation. In our study we have taken the kinetic coefficient to be a constant independent of the wave vector (since the dynamics is nonconserved) and frequency, and the parameters of the driving field. In insulating ferromagnetic (ferroelectric) systems, the microscopic dissipation is primarily due to spin (dipole) -lattice relaxations. This relaxation time is of the order of $10^{-8}$ s in ferromagnets and is smaller in ferroelectrics and can be measured by the width of the ferromagnetic (ferroelectric) resonance line. The reason for the smallness of the relaxation time in ferroelectrics is that the molecules constituting the ferroelectric are strongly coupled to the lattice. $\Gamma$ should therefore depend sensitively on driving field. This dependence has not been incorporated in our analysis and may not be relevant at low frequencies and amplitudes.
Therefore the theory should be applied with caution when comparing its quantitative predictions with the behavior of displacive ferroelectrics. Ferroelectric systems are highly anisotropic in general—having a strong lattice anisotropy. Moreover, long-range dipolar interactions, responsible for the formation of ferroelectric domains, are the dominant interaction between the molecules of the ferroelectric sample. These additional terms break the rotational invariance of the Hamiltonian and are relevant for the scaling behavior. These interactions, however, should not alter the qualitative predictions of the theory.

In charge-density-wave systems the microscopic dissipative mechanism is generally electron-phonon interactions. This might in general be temperature dependent—this dependence has been neglected in our analysis of thermal hysteresis. Furthermore, the field $\mathbf{F}$ for CDW systems might be $q$ and $\omega$ dependent$^{22,24}$—this is, in fact, true for spin glass also owing to the distribution of barrier heights. Let the state of the system be described by a metastable configuration $\Phi_0$. A distribution of barrier heights implies a distribution of local threshold fields $\varepsilon_0$ (the global threshold field $\varepsilon_T$ is a maximum of these local fields). When the external field exceeds a certain $\varepsilon_0$, the phases will locally slip until it encounters a barrier whose height is larger than $\varepsilon_0$. For fields $\varepsilon_0$ and $\varepsilon_T$, these slippages will occur over a larger and larger length and time scales. Thus, for fields between $\varepsilon_0$ and $\varepsilon_T$, the friction $\Gamma$ will be $q$ and $\omega$ dependent and in fact singular at low frequencies. The value of $\varepsilon_0$ depends on the particular metastable configuration one started out with, since the local environment around these configurations will be different. Real CDW's might thus be expected to exhibit Barkhausen noise$^{29}$ in their hysteresis behavior—though finite temperature effects might smear out this feature.
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**APPENDIX: PHASE DIAGRAM OF THE $O(N = \infty)$, $(\Phi^3)^3$ MODEL IN THREE DIMENSIONS**

In this appendix, we shall outline the calculation of the phase diagram of the three-dimensional, $O(N = \infty)$ symmetric, $(\Phi^3)^3$ model and present numerical details along a cut across the parameter space. Details of the calculation can be found in Refs. 16 and 17. Since our theory is defined on a lattice, all space integrals have a lattice cutoff equal to 1. The partition function of this model can be written as

$$Z_N = \int \prod_\alpha d\Phi_\alpha \exp \left\{ - \int d^3 \mathbf{x} \left[ \frac{1}{2} \nabla \Phi_\alpha \cdot \nabla \Phi_\alpha + N P(N^{-1} \Phi_\alpha, \Phi_\alpha) - H_{\text{eff}}(\Phi_\alpha, \Phi_\alpha) \right] \right\},$$

where

$$P(N^{-1} \Phi_\alpha, \Phi_\alpha) = \frac{r}{2} (N^{-1} \Phi_\alpha, \Phi_\alpha) + \frac{\mu}{4} (N^{-1} \Phi_\alpha, \Phi_\alpha)^2$$

and $\mu = 0$ for CDW systems.

In the limit $N \to \infty$, the value of the integral is given by its saddle-point value. Since $\Phi_\alpha \sim O(\sqrt{N})$, the measure increases as an elementary volume in an $N$-dimensional space. Transforming to $O(1)$ variables $R$ and $\lambda$, where

$$NR = \Phi_\alpha^0 \Phi_\alpha$$

and $\lambda$ is the Lagrange multiplier enforcing this constraint, we obtain for the partition function (after integrating out of the $\Phi_\alpha$ variables)

$$Z_N = \int dR \ d\lambda \ \exp \left\{ - NH_{\text{eff}}(R, \lambda) \right\},$$

where $H_{\text{eff}}[R, \lambda]$ is the effective Hamiltonian, given by

$$H_{\text{eff}}[R, \lambda] = \int d^3 \mathbf{x} \left[ P(R) + iR \lambda R + \frac{1}{2} \text{Tr} \ln \left( -\frac{1}{2} \nabla^2 - i\lambda \right) \right]$$

and

$$z = \frac{1}{2} \int d^2 q \left( 2\pi \right)^3 \left( \frac{q^2}{4} + \mu^2 \right) \left( \frac{H^2}{4\mu^4} \right).$$

The saddle-point solution has been assumed to be homogeneous—this is true when there are no competing interactions. The free-energy density $W$ in the saddle-point approximation is

$$W(r, u, v, H) = \frac{1}{2} rz + \frac{1}{2} uz^2 + \frac{1}{2} vu^2 - \mu^2 z$$

and

$$G(x, y) \text{ is the bare propagator } \left( -\frac{1}{2} \nabla^2 - i\lambda \right)^{-1} \delta(x-y).$$

We can now perform a saddle-point analysis of the partition function. The saddle-point equations

$$\frac{dH_{\text{eff}}}{dR} \bigg|_{R=\varepsilon, \lambda=\mu \lambda} = 0, \quad \frac{dH_{\text{eff}}}{d\lambda} \bigg|_{R=\varepsilon, \lambda=\mu \lambda} = 0$$

are explicitly given by

$$\mu = \frac{1}{2} \left( r + uz + vz^2 \right)$$

and

$$Z = \frac{1}{2} \int d^2 q \left( 2\pi \right)^3 \left( \frac{q^2}{4} + \mu^2 \right) \left( \frac{H^2}{4\mu^4} \right).$$
This theory exhibits a low-temperature, ordered phase and a high-temperature, disordered phase. The zeros of the difference of the free energies in the ferromagnetic and the paramagnetic phases determine the phase boundary between the two phases.

1. Ferromagnetic phase

The ferromagnetic phase is characterized by a nonzero spontaneous magnetization. The magnetization is given by

\[ M = -\frac{dW}{dH} = \frac{H}{2\mu^2}. \]  

(A8)

The broken symmetry implies that \( \mu^2 = 0 \). Therefore

\[ z = \left[ -u \pm (u^2 - 4u
\mu^2 \right]^{1/2} / 2\mu \]  

(A9)

and

\[ \mu^2 = \left[ -u \pm (u^2 - 4u
\mu^2 \right]^{1/2} / 2\mu - 1/2\pi^2. \]  

(A10)

The free energy in the ferromagnetic phase (at \( H = 0 \)) is

\[ W = \frac{1}{2} r z + \frac{1}{4} u z^2 + \frac{3}{8} u \mu^2 - \frac{1}{4\pi^2} \left[ \frac{2}{9} + \frac{\ln 2}{3} \right]. \]  

(A11)

2. Paramagnetic phase

This phase has zero spontaneous magnetization. Therefore \( \mu^2 \) is not equal to zero:

\[ z = \left( 1/2\pi^2 \right) \left[ 1 - (2\mu)^{1/2} \tan^{-1}(2\mu)^{-1/2} \right]. \]  

(A12)

The free energy in the paramagnetic phase (at \( H = 0 \)) is

\[ W_p = \left[ -\frac{1}{2} u z^2 - \frac{1}{3} u \mu^2 - \ln 2 / 12\pi^2 \right] + \frac{3}{2}(2\mu^2 + 1) + 12\mu^2 \]

\[ -6(2\mu^2)^{1/2} \tan^{-1}(2\mu^2)^{-1/2} - 2 \]/9. \]  

(A13)

We consider those positive roots \( z \) of Eq. (A12) for which \( \mu^2 > 0 \). If more than one root exists, we choose the root for which \( W_p \) is the least.

We are interested in the region of parameter space where we expect a first-order phase boundary between the ferromagnetic and paramagnetic phases. In this region \( q \) is negative and \( v \) is positive. The schematic phase diagram in the \( r-u \) plane is as shown in Fig. 1 (for \( v < v_c = 16\pi^2 \)). When \( v < v_c \) the critical line intersects the first-order line at the tricritical point, while when \( v > v_c \), the critical line terminates at a critical end point. This observation is valid only in three dimensions. We calculate the numerical values of \( r \) and \( u \) (for fixed \( v < v_c \)) at the first-order phase boundary (Table I). Our calculations and numerical results are similar to those calculated by Lawrie. 16


8R. M. Bozorth, in Ferromagnetism (Van Nostrand, New York, 1951).

9W. J. Merz, Phys. Rev. 91, 513 (1953).


18We should think of a temporal noise term providing random kicks to the particle in addition to the external periodic field. The particle will thus be able to jump from one minimum to another even when the amplitude of the external field is smaller than the spinodal field.


20While the model we have considered incorporates the coupling of the polarization vector with the lattice, it is implicitly assumed that the elastic modes equilibrate faster than the components of the order parameter. This assumption is valid when the frequency \( \Omega \) and the amplitude \( H_0 \) of the applied field is low.


