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ABSTRACT

Information [, (Q/PY of order « and type f s intraduved and 1t 1
shown that for every fixed £, this informution o & monolone imeredang

function of a. It ix also shown that miormatton of order o and s |
N

is nomnegative when X g - X po where (g, ool gt amd
ke o g
(i Pon - o0 ) are gencralised  probabauy distributions for ) and P

respectively.

1. INTROICCTION

LET P denote the original unconditiona] distribution of o random sarnhle
¢ and Jet Q denote the conditional distribution of ¢ under the condinon
that an event E, connected in some way with £ has tihen placc. The
measure of the amount of information concerning the random vanable
contained in this observation is denoted by 1HQP). It
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then a possible measure of the amount of information in question is
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Renyi' considered the problem of finding o suitable measure for penerdned
probability distributions for which
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and obtained a more gencral measure for I(Q/P), vis.,
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When « —1, we get as a limit

5 (3)

For a complete distribution, (5) reduces to (2). I,(Q/P) may be cal%ed ic
information of order « when the distribution P is replaced by the distribution

Q.

In the present paper we shall study some of the properties of 1.(Q/P)
and also extend these to the more general case of information of order ¢

and type B. Renyi’s information comes out to be a particular case of this
when B =1. ‘
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2. RENYI'S POSTULATES FOR INFORMATION OF ORDER ¢

(1) I(Q/P) is unchanged if the elements of P and Q are arranged in

the same way so that the one-to-ome correspondence between them i
unchanged.

(11) If P z(pls P2 - pN) and Q =(q13 Gas « - -5 qN) and Pk <Qk for

k=1,2,..., N, then 1(Q/P)>0, while if py > qi for all k, then I(Q/P)
<0.

(i) T({1}] {2} =1. Q)

(iv) If 1(Qy/P) and I(Q,/P,) are defined and P = P,*P,, Q = Q;*Q:
and the correspondences between the elements of P and Q is that induced

by the correspondcnce between the elements of P, and Q, and those of Py
and Q,, then

Q\ _ Q Q, 7
I(P)_I(PI)H(E). (M

(v) There exists a continuous and strictly increasing function y = g (%)
defined for all real x, such that if T(Q,/P,) and I(Q,/P,) are defined and

O<WE)+WEP)<I and 0<WQ)+W@Q) <1, (8

and the correspondence between the elements of P;UP,, Q;UQ, is that

induced between the elements of P; and Q, and between those of P, and
Q,, then we have
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Under these postulates Renyi showed that g () is cither @ hinear or an
exponential function and these functions give tise to (5) and (4) respectively.

3. Qur POSTULATES YOR INFORMATION OF ORDIR a AND Tyir fi

The first four postulates are the sime s those of Renyi. In the hith
postulate, the weights are replaced by

We(P) = pif 4 pf -+ ipas Wet Qb g oo g
(10)
so that (8) and (9) are replaced respectively by

0 - Wa(Py) -+ Wp(Py) - I and 0 - Wy(Qn i Wg(Qy) |
(i
and

g [T{QUQy [(PUP)}]

Wp(de[ (Q‘)J | wﬁfQ,u:{r(g')]
W, Q) T Wi(Q,] = t2)

The advantage of using Wy (P) instead of W (P) hus been expluined carlier.?

With this modification, and proceeding in the same way us Renys,!
we get

z Qkﬂ
L (g) “a‘:}i‘xi = :fﬁ o ) (e 1) (13)
and
27 qiP 108& qk
L (Q) = &= ,
¢ (5) }f, o (14
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When 8 =1, these reduce to Renyi’s measure of information of order «

and 1 respectively. Postulates (i), (ii), (iii) are easily verified. For verify-
ing (iv), we have

2 4.\a-1
ai)F (47)F (1%%;—)
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Similarly it is verified that (12) will be satisfied. The postulates are
also easy to verify in the limit when o —1.

M=z o~

Pk,

Pt

a

4. NON-NEGATIVE CHARACTER OF I, (Q/P) WHEN a > 1

According to postulate (if), I,(Q/P) can be both positive and negative.
We show however that if

] =

Mz

Pk <

ik

dr (16)

L k

1

then

L(5)>0 (1)

This includes the case when P and Q are complete probability distributions.

We use Jensen’s theorem which states®:

“Let ay, gy, ..., ay be arbitrary positive numbers, then if ¢” (£) exists
and ¢ (1) is convex in « <7 < B, then

(18)

S{)(altl-kagtz—i-... +aNzN) <@ +... +ad(te)
al+ag+...+aN a1+a2+---+aN

Further if ¢ (z) is continuous and convex, sign of equality can hold only
if ol 's are equal or ¢ (7) 1s linear,
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The inequality is reversed if the function ¢ (?) is concave.”

the theorem to the function
¢ (1) = log x*~*
which is convex if « << 1 and concave if a > 1.
Case (i).—If a > 1, this gives

N .25 &1\ a—1
2 qrlog (g;’:) Z‘ qx g:) |
k=1 v < log k=j1
2 qk Z’ qx
) 1.5 k=3
or
N X N a1
> qrlog & > g ‘—”—‘)
(a —1) = N P <("' 1) = N 145
2 4k 2 qk
k=1 . Rm1
or
Z' qx 108
L. (P) a — 1 = )
2’ qk

k=1

Again from the same theorem (since log x is concave),

N
Baeslt  (Fal\ | Zn
—‘3—-,7-———-—— Llog | =—F | =1log 55— <0,
Z gk 2 gk 2 qx
=1 =1 k=1

since we are assuming

Zpk EQk

k=1 k=1

From (21) and (22)
1, (1?) >0 when a > 1.

65
We apply

»

(19)

(20)

(21)

(22)

(23)

The inequality sign holds when all gx/px are equal. In th1s case
1.(Q/P) =0, ie., no information is obtained by the observation of E.

Case (ii).—The proof for « <1 will be given in the next section.

A2
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5. MONOTONIC CHARACTER OF I, (Q/P)

Qk a—1
Q E Tk Pk)
AN Pt Fa
1 ,ﬁ 9k (qk)a " log ) L tog ,51 9 (qk 3
e Sk q’“)a— R 2 g
k=1 Dk | k=1
1 z qzc(q")a—l Iog(qk)‘_1 tZ' qx (qk B
ko=l =1 .
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Applying Jensen’s theorem to the convex function x log x and putting
a~1
A =qkg, tx = q_;S) s

Dk
we get

L) 2o _Za (%)“ os (2)”

og ¥4 < km
b}:'{ gk £ Ik k.;‘.?: qr
or
a— a— a-1
log ‘é‘ q:(gl’:) 1 < 5 Qk (qk) | g;‘l‘lk) : (25)
{E'; dx Z’ dk g:) :
Thus
E@)]=o ,

so that I,(Q/P) is a monotonic increasing function of « for all . Now
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Since I,(Q/P) is a monotonic increasing function of «, [L(Q/P} -0
for all a. This completes the proof of the result of the last section for

a1,

N N
6. T CASE WHEN X pr ¥ 3 ¢
By

Kt}

It is obvious from (26) that if

N N
2 qe> ¥ px,

L) ki

- then Io(Q/P) >0 and as such the non-negative character of I, (QP)
maintained for all « whenever

N N
2 qe> X pr.
Ry

LE DY

If

N I
z qx < X Pk
R,

k=)

then I,(Q/P) is megative and there will be a range of values of o for
which I, (Q/P) will be negative.

To examine whether it will be positive somewhere, we consider the
variation as o —» oo,

Since

N N
29k< Spk’
et

kmy
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two possibilities arise.

“ () gx <pr for all k. In this case

N I
W) -2l G2) ®

2 qr

kmy

Since gi < pk for all k, log gk/px < 0 for all k¥ and as such

L(F) <o (3)
For o> 1,
() <1vmn ()<
so that

N a1 N
qx
;fiq" (Pk < x§1 dk

and
N qk a-1
1 ;8 q*:(ia)
T log = <0. (3D)
2 qx

kmy

Thus I, (Q/P) is negative for all a. 'This is of course one of the postu-
lates for Renyi’s information of order a.

. N N
i) F gk < X py,
; LR S
but at least for one k, dx > Dk.

) Let gulpy be the largest of {qx/px}, and let g be the largest of

N a—1
ar
1 2 qx (-
GEtoo a——11°g = N L
2 qx

kwmy
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AN
=5 Ly tos = (q:)
= Jog (g:) (32

Since gqu/pn > 1, To(Q/P) =0 and as such [,(QP) -0 for sume
value of a, but if gy is not the largest, even [, (Q/P) may be negative,

We can see the result in another way.
Let

N N

Zge=A, Xpx-B

k=) | LY

Qk"‘:g‘f, Px’ m‘g',

so that

N N
o' =1= Y px

| L33 Ry

I (g) = - i 4 log 2=t g
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From what we proved in Section 5, the sccond term is positive. If
A%’P’ the first term is also non-negative and as such I, (Q/P) is whways
positive except when py ==qi. If A < B, the first term is negative and

1.(Q/P) may be positive or negative,
7. MONOTONIC CHARACTER OF I,.f(Q/P)

For a fixed B, the proof of Section 5 appli
A pplies except that |
ar by qx® and so we have ’ ’ here ve repla

w1 ()] >0
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so that for every fixed value of B, the information of order a and type B is
monotonic increasing. Again

Iolz (%) = - log ’Eul qkﬁ %)

- N .

T qxf

k=1

If all pie/gi > 1, this is negative; if all py/gi < 1, this expression is positive,

but if some are greater than and other less than unity, then this expression
can be positive or negative. When

N N
glpquﬁ“l < X qif,

k=1

the information of order o and type B will always be positive.

Again consider
N
8100 Ik
1f (9 - E.;._q: 8
Z gif
By

1

N N
— B g
3.:'1 qx 5 qx* log gy log px

. | N
+ Z aflogpr I qif log qk}.
Py kwy

The first two terms are =0, but the last two terms can change sign.

If log px = A log gi and A
and the information is a mono

then this expression is negative

<1, then the whole expression is positive
tonic increasing function of f. If A >,
and the information in a monotonic decreas
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ing function of 8. No completely general statement sbout the monofonic
character of information of order 1 and type B cun however e mude,
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