Abstract
In this paper a new notion of power system stability, is introduced, namely structural stability, and its significance in the context of load modeling is examined. It is shown that beyond certain values of load indices in the case of static models and beyond certain value of the dynamic component in the load such as induction motors, the system may become structurally unstable. The immediate application of these results is in the voltage stability problems.

1 Introduction
In this paper we investigate structural stability in power systems. Broadly speaking structural stability refers to the domain in the parameter space such that for small variations in the parameter vector inside the domain, the phase portrait does not change qualitatively. In Lyapunov stability we analogously talk about the region of attraction of an equilibrium point in the state space such that for any initial condition in the region the trajectory approaches the equilibrium point asymptotically. While considerable research has been done in the Lyapunov stability area, comparatively very little has been done in the structural stability area. It was partly because of the inability to formulate theorems and condition for structural stability in n dimensional space. However, research in bifurcation theory has thrown up an intimate connection between it and structural stability. Stability regions in the parameter space or under continuous structural variations with respect to time (topology, load demands, nature of load, etc) are of interest.

In this paper it is shown that when a system loses structural stability we have bifurcation either local or global. Steady-state stability and voltage stability are used as illustrations for the physical system.

It is expected that this attempt at quantitatively applying structural stability to power systems will complement the work of Lyapunov stability via energy functions that has successfully been applied in power systems over the last five decades.

2 Structural Stability
The notion of structural stability was first proposed by Andronov and Pontryagin in 1937 [1]. The basic idea is that under small perturbations, dynamical systems must preserve their topological behavior to be structurally stable. From a simulation point of view it is nice for a dynamical system to have this property. Dynamical systems can never be modeled exactly due to measurement errors, etc, and moreover the finite precision of computers and the errors of floating point arithmetic will introduce additional sources of uncertainty. Thus the system that is being simulated is a perturbed version of the exact system. If the system is structurally stable then these errors will affect the simulation only marginally.

Mathematically, structural stability has to do with examining the change in qualitative behavior of a nonlinear dynamical system

\[ \dot{z} = f(z) \]

as we change the vector field \( f \). If the qualitative behavior remains the same for all nearby vector fields then the system (1) is said to be structurally stable [2]. References [2-5] discuss structural stability in a rigorous mathematical framework. Refs. [6-7] discuss it in an engineering context.

2.1 Result For Planar Systems [2-5]
Let \( f \) in (1) be a \( C^1 \) vector field on a compact, two-dimensional, differentiable manifold \( M \). Then \( f \) is structurally stable on \( M \) if and only if

1. The number of equilibrium points and limit cycles of (1) is finite and each is hyperbolic. An equilibrium point is hyperbolic if the linearized system at the equilibrium point has no eigenvalues on the imaginary axis.
2. There are no trajectories connecting saddle points.
3. The set \( M \) consists of equilibrium points and limit cycles only.

2.2 Numerical Example
The post-fault swing dynamics of a single machine infinite bus system is given by

\[ .0138 \frac{d^2 \delta}{dt^2} + D \frac{d \delta}{dt} = 0.91 - 3.02 \sin \delta + .416 \sin 2 \delta \]

If we vary \( D \) only, the number of equilibrium points remain the same, Furthermore as we vary \( D \) over a wide range of values even the nature of equilibrium points remain the same.
However the global phase portrait changes qualitatively at a critical value of \( D \). This is shown in Figs. 1(a), (b) and (c), where at the critical value of \( D = .04687 \), there is a trajectory connecting two saddle points. From property 2 of Sec. 2.1, the system is not structurally stable at this point since the phase portrait for \( D < \) or \( > .04687 \), is qualitatively different. Notice that for large \( D \) (Fig. 1(c)), both the left and right unstable equilibrium points lie on the boundary of the region of attraction of the stable equilibrium point. For small \( D \) (Fig. 1(b)), only the right unstable equilibrium point lies on the boundary of the region of attraction of the stable equilibrium point. The critical case (Fig. 1(a)) is the point where this change occurs. In contrast to local bifurcation, this is called global bifurcation [5]. An analytical expression for this can be obtained using Fourier series [8].

### 3 Application In Multimachine Systems With Static Nonlinear Loads

In normal operation, a power system is structurally stable since the operator steers the system with a safe margin. Under stressed conditions this margin may get smaller. We wish to know the critical value of a parameter such as the load, which if increased incrementally will result in one or a pair of eigenvalues crossing over to the right half plane. This is the point of local bifurcation and the system is structurally unstable at this point. The analysis is done via small signal analysis of power systems [9-11], and it is the principal tool to study both low-frequency oscillations and voltage stability.

The system equations are of the form [12]

\[
\begin{align*}
\dot{x} &= f(x, y, u, p) \\
y &= g(x, y, p)
\end{align*}
\]

\( y \) is the set of algebraic variables of the network power flow equations and generator currents \( I_g, I_p \) is the parameter vector and \( u \) the input vector. For stability analysis we form the linearized system. The overall linear dynamic model after eliminating the generator currents and incorporating voltage dependency of the load is obtained as

\[
\begin{bmatrix}
\Delta \dot{z} \\
0
\end{bmatrix} =
\begin{bmatrix}
\dot{A}_1 & \dot{A}_2 & \dot{A}_3 \\
\dot{B}_1 & \dot{B}_2 & \dot{B}_3 \\
\dot{C}_1 & \dot{C}_2 & \dot{C}_3
\end{bmatrix}
\begin{bmatrix}
\Delta z \\
\Delta v
\end{bmatrix} +
\begin{bmatrix}
E \\
0
\end{bmatrix}
\Delta U
\]

where \( \Delta z^T | \Delta v^T = [\Delta \theta_1, \Delta \psi_1, ..., \Delta \psi_m, \Delta \psi_{m+1}, ..., \Delta \psi_n] \). \( \Delta v \) is the set of traditional load flow variables.

Now \( \dot{C}_3 \) is the load flow Jacobian \( JLF \) and \( \dot{B}_1 \) is defined as the algebraic Jacobian in [11]. The system matrix is obtained as

\[
\Delta \dot{z} = A_{vs} \Delta z + E \Delta U
\]

where

\[
A_{vs} = \dot{A}_1 - [\dot{A}_2 \dot{A}_3] J_{AB}^{-1}
\]

For the 3-machine case [13] the results are summarized in Table 1 for increasing constant power loading at bus 5. The last column indicates the states associated with the critical mode using the participation factors algorithm [14]. The model is a two-axis model with an IEEE Type I exciter. The complete equations are available in Refs. [11-12] with the minor change of neglecting turbine governor dynamics. The equations are omitted for lack of space.

When the load is increased, it is observed that the critical modes for the unstable eigenvalues are the electrical ones associated with the excitation system \( (E_g \) and \( R_g ) \). From Table 1 we observe that when the load at bus 5 is increased from 4.7 pu to 4.8 pu, the complex pair of unstable eigenvalues splits into real ones which move in the opposite directions along the real axis. The one moving along the positive real axis (9.2464) is sensitive to the rotor angle mode and eventually comes back to the left-half plane via \( -\infty \) when the load at bus 6 is increased from 4.8 pu to 4.9 pu. This is the point where \( \det J_{AB} \) changes sign. This is the point of singularity induced bifurcation. The other unstable real eigenvalues move to the left.

![Figure 1: Phase portraits for different values of damping](image.png)

\[ D: (a) D = .04687 \quad (b) D = .04 \quad (c) D = .05 \]
Table 1: Modal Behaviour for Different Loads

<table>
<thead>
<tr>
<th>Load at Bus 5</th>
<th>sign(det J)</th>
<th>sign(det J_AB)</th>
<th>Critical Eigenvalue(s)</th>
<th>Associated States</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.3</td>
<td>+</td>
<td>+</td>
<td>-0.1433±2.0188</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>4.4</td>
<td>+</td>
<td>+</td>
<td>0.0057±2.2434</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>4.5</td>
<td>+</td>
<td>+</td>
<td>0.3400±2.5538</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>4.6</td>
<td>+</td>
<td>+</td>
<td>1.1350±2.8165</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>4.7</td>
<td>+</td>
<td>+</td>
<td>2.5961±2.2768</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>4.8</td>
<td>+</td>
<td>+</td>
<td>9.2464, 1.8176</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>4.9</td>
<td>+</td>
<td>-</td>
<td>1.0542</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>5.0</td>
<td>+</td>
<td>-</td>
<td>0.6298</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>5.1</td>
<td>+</td>
<td>-</td>
<td>0.2463</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>5.15</td>
<td>+</td>
<td>-</td>
<td>-0.5332</td>
<td>E_{X1} &amp; R_{I1}</td>
</tr>
<tr>
<td>5.2</td>
<td>+</td>
<td>-</td>
<td>Load flow does not converge</td>
<td></td>
</tr>
</tbody>
</table>

and is sensitive to the exciter mode. This eigenvalue returns to the left-half plane at the loading of approximately 5.15 pu at bus 5, and the system is again dynamically stable. For the load at bus 5 = 5.2 pu, the load flow does not converge. This phenomenon is pictorially indicated in the \( P-V \) curve of Fig. 2 and the s-plane plot of Fig. 3.

At point A there is Hopf-bifurcation which has been shown to be subcritical. However a load flow solution still exists. In this region \( E_{X1} & R_{I1} \) state variables are clearly dominant initially. As we approach towards B, \( E_{X2} & \omega \) state variables start participating substantially in the trajectory of unstable eigenvalues as indicated in the Table 1.

Hopf bifurcation phenomena in power systems was first discussed in Ref. [15] for a single machine case. In their studies the electro-mechanical mode was the critical one. In studies relating to voltage collapse [16] it was shown that the exciter mode may go unstable first. We have shown that both exciter modes and electromechanical modes are critical in steady state stability and voltage collapse and that they both participate in the dynamic instability.

In conventional bifurcation theory terms, one can think of solving \( g(x, y) = 0 \) for \( y = h(x) \) and substituting this in the differential equation to get \( \dot{x} = f(x, h(x)) \). The change in sign of \( \text{det} J_{AB} \) is the instant when solution of \( y \) is no longer possible. A concrete mathematical underpinning of this idea in the context of power systems is known as "Singularly induced bifurcation" in [17]. The concept of "Impasse surface" [18] may also be useful.

Structural stability region is the same as the 'Typal' region discussed in [17]. The 'feasibility' region is the region around a point in the parameter space for which the system is small signal stable.

4 Effect of Static and Dynamic Load Modeling

In this section we discuss the effects of load modeling on structural stability. We emphasize the problem with the existence of solutions to the network/load model. We also present results concerning induction motor load models.

4.1 Bifurcations leading to loss of solution

The study of feasible operating points for use in steady-state stability studies has been addressed in the literature [19-23]. Beyond load flow, the topic of existence of solutions to network/load equations during dynamic analysis has been given somewhat less consideration in the literature. Interestingly, in [24] a distinction is made between bifurcations of the system algebraic equations and the bifurcations of the complete dynamic system. Whereas bifurcations of the dynamic system
may occur, bifurcations in the algebraic equations may indicate an unacceptable model at this point. A model must exhibit a real solution if it represents a physical system. One of the objectives in [18, 25] is to determine which static load models guarantee that a solution exists to the network/load equations. Specifically the common load model relating consumed power to an exponential of bus voltage magnitude is examined:

$$P(V) + jQ(V) = P_e V^{k_p} + jQ_e V^{k_q}. \quad (8)$$

Here we present a general result for multimachine systems.

**Main Result:** Assuming that the transmission network can be modeled by passive elements and loads are represented by (8) with parameters constrained by

$$P_e > 0, \quad k_p, k_q > 1$$

then the network/load quasi-static algebraic equations will exhibit at least one solution. The proof is given in [27].

Now we present a simple example in which the conditions above are made clear. Consider the single unity power factor load connected to a source through a lossless transmission line shown in Figure 4.

![Figure 4: A single source/single load system](image)

Assuming $E = 1$, the solutions for $V$ as a function of $k_p$ and $P_e$ are shown in Figure 5. We emphasize that a real solution for $V$ always exists for any $P_e > 0$ with $k_p > 1$ but may not exist for $k_p < 1$. This simple example helps to illustrate the bounds on the load model such that a solution exists.

To demonstrate explicitly how these results affect dynamic analysis, we perform a nonlinear simulation on the IEEE 10-machine/39-bus system. Initially the system is at its base loading, and the generators are modeled using a two-axis model with IEEE type I voltage regulator and a third-order turbine/governor model.

At the base loading level, the two most heavily loaded transmission lines are those connecting bus 21 to bus 36 and bus 39 to bus 36. The simulation involves disconnecting these lines. At time $t = 0$ sec the system is in steady state. At time $t = 1$ sec the line connecting buses 21 and 36 is removed. At time $t = 2$ sec the line connecting buses 39 and 36 is removed. The bus with the lowest voltage in the system is bus 21. In Fig. 6, the voltage at this bus is shown assuming different values for the load exponents. The trajectory labeled "$k = 0$" corresponds to the transients when all loads are modeled as constant power. The trajectory labeled "$k = 1$" corresponds to loads modeled as constant current magnitude at a constant power factor. The trajectory labeled "$k = 2$" corresponds to constant impedance loads. In the constant power case, the simulation fails to converge shortly after the second line is removed. The other two cases result in severe voltage conditions, yet the system is stable.

![Figure 6: Low voltage after line outages](image)

The simulations denoted by "$k = 1$" and "$k = 2$" correspond to possible power system transients. The simulation denoted by "$k = 0$" represents an impossible system transient since it fails to depict the transient after finite time. In actual commercial grade programs, this is avoided by switching the bus to constant impedance when the voltage falls below a certain value.

One may argue that the constant power load model (or any model $k_p, k_q \leq 1$) is valid for some (high) voltage levels but is not valid over the complete range of possible transient conditions. These types of models are typically used to represent induction motor presence in a power system. For voltage instability studies in which low voltages transients are expected, it is necessary to include more detailed models of induction motors to capture low voltage transient induction motor phenomena.

### 4.2 Bifurcations of the dynamic system

In this section we examine bifurcations in the total dynamic system using two different loads: a constant power model and an induction motor model.

The test systems are shown in Figs. 7 and 8. Both systems consist of a single generator connected to a single load through a lossless transmission line. In Fig. 7 the load is constant active power. In Fig. 8 the load is a compensated induction motor such that at a given operating point the resistor consumes 50% of the active power, the induction motor consumes...
50% of the active power, and the shunt capacitance provides 100% compensation for reactive losses in the induction motor. The generator is represented by a two-axis model with an IEEE type I voltage regulator and a third-order turbine and governor model. The induction motor is represented by a third-order model in which the mechanical torque load is assumed to be linear to rotational speed. It is used as an aggregate to model many small induction motors in parallel.

![Diagram](image)

**Figure 7: Single machine, constant active power load**

Detection of global bifurcations is difficult, so we begin by examining local bifurcations which can be detected from an eigenvalue analysis. In each case, the constant power load and the compensated induction motor load, the total active power of the load is increased until an eigenvalue crosses the imaginary axis of the complex plane. The eigenvalues at this point are given in Table 2, and the participation factors corresponding to the critical eigenvalues are shown in Table 3.

**Table 2: Eigenvalues at Critical Levels of Load**

<table>
<thead>
<tr>
<th>Constant P</th>
<th>IM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_L = 2.36 \text{pu} )</td>
<td>( P_L = 3.16 \text{pu} )</td>
</tr>
<tr>
<td>0.0010 ± j1.854</td>
<td>0.0042 ± j1.906</td>
</tr>
<tr>
<td>-0.1852 ± j0.2770</td>
<td>-0.2067 ± j0.2069</td>
</tr>
<tr>
<td>-2.963</td>
<td>-2.165</td>
</tr>
<tr>
<td>-4.673</td>
<td>-4.698</td>
</tr>
<tr>
<td>-5.163 ± j7.643</td>
<td>-5.277 ± j7.763</td>
</tr>
<tr>
<td>-20.08</td>
<td>-20.08</td>
</tr>
<tr>
<td>-0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>N/A</td>
<td>-10.96</td>
</tr>
<tr>
<td>N/A</td>
<td>-47.41 ± j48.57</td>
</tr>
</tbody>
</table>

It is interesting to note the significance of Tables 2 and 3. Although the instability boundary occurs at different loadings for the constant power and the induction motor examples, qualitatively they are similar. The eigenvalues of the linearized systems have comparable values and the critical unstable eigenvalues are strongly related to the \( E_q \) and \( R_f \) states in the generator model. The critical eigenvalues are a complex pair which cross the \( jw \) axis at some point other than the origin. This is a "Hopf bifurcation." It corresponds to an intersection of an equilibrium point (a limit set) with a limit cycle (another limit set). It is expected that in the vicinity of this bifurcation either stable or unstable limit cycles should exist. It is called "subcritical" if the limit cycles are unstable and "supercritical" if the limit cycles are stable.

The Hopf bifurcation for the constant power case has been studied and is subcritical [28]. This means that, as the loading is increased towards the bifurcation point, there is an unstable limit cycle which bounds the region of attraction of the stable system. Because there are ten state variables in the model, the entire phase plane cannot be visualized. Since the participation factors indicate that the critical mode is associated with the \( E_q \) and \( R_f \) variables, view the \( E_q - R_f \) plane, keeping in mind that this is only a cross section of the entire state space. To examine the flow in this plane, a perturbation in the value of \( E_q \) is introduced and the resulting trajectories are plotted. Starting with a constant power load of \( P_L = 2.35 \text{pu} \), the flow in Fig. 9 indicates an unstable limit cycle (solid line) around the locally stable equilibrium point. Trajectories lying inside the limit cycle spiral in towards the equilibrium; trajectories outside the limit cycle spiral outwards. Changing the loading to \( P_L = 3.27 \text{pu} \), the flow in Fig. 10 does not show any limit cycle and the equilibrium point is unstable. All trajectories spiral outwards. This is consistent with the observation that this Hopf bifurcation is subcritical.

Now examine the induction motor example. A calculation of participation factors indicates that again the \( E_q \) and \( R_f \) variables greatly affect the critical mode. At a loading of \( P_L = 3.15 \text{pu} \), the flow is examined by introducing a perturbation in \( E_q \). The trajectory in Fig. 11 indicates that the equilibrium point is stable and is surrounded by two limit cycles, one unstable (inner) and one stable (outer). At a loading of \( P_L = 3.17 \text{pu} \), the trajectories in Fig. 12 indicate that there is one stable limit cycle around the unstable equilibrium point. The difference between these graphs is seen by the change in the behavior of the innermost trajectories. The innermost (and unstable) limit cycle shown in Fig. 11 does not appear in Fig. 12. The Hopf bifurcation is still subcritical; however, the presence of the stable limit cycle makes the dynamics significantly different from
those for the constant power case. Physically this means that the power system will exhibit sustained oscillations, either if the system is unstable or if a large disturbance is applied to the stable system.

The differences between the flow in the phase planes are important. One of the traditional justifications for the constant power load model is the presence of induction motors.

5 Conclusion
We summarize some of our results and indicate further areas of research.

1. Structural stability has been examined through several power system examples and related to bifurcation phenomena which have been reported in the literature. In particular, the concepts of global and local bifurcations were illustrated as structural instabilities. At this point, the task of finding regions in parameter space on the boundary of which the phase portraits change qualitatively is straightforward only for second order systems. Work is needed in this area to extend the application to realistic systems.

2. The maximum loadability for constant power load was compared to that of an induction motor. It was shown that while both models have a maximum load level, the dynamic nature of the induction motor limiting instability was considerably different than that of constant power. Both experienced Hopf bifurcations, but the induction motor instability was bounded by a stable limit cycle.
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