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ABSTRACT

The authors present the simulation of the tropical Pacific surface wind variability by a low-resolution (R15
horizontal resolution and 18 vertical levels) version of the Center for Ocean—Land - Atmosphere Interactions,
Maryland, general circulation model (GCM) when forced by observed global sea surface temperature. The
authors have examined the monthly mean surface winds and precipitation simulated by the model that was
integrated from January 1979 to March 1992. Analyses of the climatological annual cycle and interannual
variability over the Pacific are presented. The annual means of the simulated zonal and meridional winds agree
well with observations. The only appreciable difference is in the region of strong trade winds where the simulated
zonal winds are about 15%—20% weaker than observed. The amplitude of the annual harmonics are weaker than
observed over the intertropical convergence zone and the South Pacific convergence zone regions.

The amplitudes of the interannual variation of the simulated zonal and meridional winds are close to those of
the observed variation. The first few dominant empirical orthogonal functions (EOF) of the simulated, as well
as the observed, monthly mean winds are found to contain a large amount of high-frequency intraseasonal
variations. While the statistical properties of the high-frequency modes, such as their amplitude and geographical
locations, agree with observations, their detailed time evolution does not. When the data are subjected to a 5-
month running-mean filter, the first two dominant EOFs of the simulated winds representing the low-frequency
El Nifio—Southern Oscillation fluctuations compare quite well with observations. However, the location of the
center of the westerly anomalies associated with the warm episodes is simulated about 15° west of the observed
locations. The model simulates well the progress of the westerly anomalies toward the eastern Pacific during
the evolution of a warm event. The simulated equatorial wind anomalies are comparable in magnitude to the
observed anomalies. An intercomparison of the simulation of the interannual variability by a few other GCMs
with comparable resolution is also presented.

The success in simulation of the large-scale low-frequency part of the tropical surface winds by the atmospheric
GCM seems to be related to the model’s ability to simulate the large-scale low-frequency part of the precipitation.
Good correspondence between the simulated precipitation and the highly reflective cloud anomalies is seen in
the first two EOFs of the 5-month running means. Moreover, the strong correlation found between the simulated
precipitation and the simulated winds in the first two principal components indicates the primary role of model
precipitation in driving the surface winds. The surface winds simulated by a linear model forced by the GCM-
simulated precipitation show good resemblance to the GCM-simulated winds in the equatorial region. This result
supports the recent findings that the large-scale part of the tropical surface winds is primarily linear.

1. Introduction

Following the pioneering study by Lau (1985), who
forced the Geophysical Fluid Dynamics Laboratory
(GFDL) general circulation model (GCM) with ob-
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served tropical Pacific sea surface temperature (SST)
for the period 1962—76, several other GCMs of differ-
ent complexity have been integrated during the last
decade with either observed near-global SST or tropical
SST (Graham et al. 1989; Latif et al. 1990; Kitoh 1991;
Kleeman et al. 1994). The primary motivation for most
of these studies was to investigate the role of the slowly
varying boundary condition (e.g., SST) in forcing the
low-frequency variability in the Tropics (Charney and
Shulka 1981; Shulka 1981). In recent years, these stud-
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FiG. 1. Climatological mean zonal winds. (a) Annual mean, (b) annual harmonic, and (c) semiannual harmonic of the AGCM-simulated
zonal wind, and (d) annual mean, (¢) annual harmonic, and (f) semiannual harmonic of COADS zonal winds. The length of the arrow in
both the harmonics represent the amplitude, while the direction of the arrow represent the phase. Pointing north means maximum occurs on
1 January, pointing east means maximum occurs on 1 April, and so on. For the second harmonic the phase represents time of the first

maximum. The unit for the arrow is shown.

ies have assumed greater significance due to the pivotal
role of the surface wind stress in coupled air—sea in-
teractions leading to the El Nifio—Southern Oscillation
(ENSO) phenomenon. Coupled ocean-—atmosphere
models of varying complexity have been employed to
simulate the ENSO phenomenon (Zebiak and Cane
1987; Neelin 1990; Schopf and Suarez 1988; Battisti
1988; Philander et al. 1992; Lau et al. 1992; Latif et al.
1993; Nagai et al. 1992; Neelin et al. 1992). Some of
the simpler coupled models that specify the mean cli-
mate and predict only the departures from climatology

(e.g., Zebiak and Cane 1987) tend to be more success-
ful in simulating the interannual variability. On the
other hand, more complex coupled GCMs tend to have
difficulty in simulating realistic ENSO events (see
Neelin et al. 1992). More recently, some complex cou-
pled GCMs (Philander et al. 1992; Lau et al. 1992;
Latif et al. 1993; Nagai et al. 1992) have been suc-
cessful in simulating ENSO-like interannual variabil-
ity. However, it is clear from these studies that the na-
ture of the interannual variability simulated by these
coupled GCMs are different from cach other and seem
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FiG. 2. Same as in Fig. 1 but for climatological mean meridional winds.

to depend critically on the resolution and parameter-
ization of the physical processes. It is also recognized
that the simulated interannual variability depends cru-
cially on the strength and distribution of the coupling
simulated by the model (Neelin et al. 1992). The cou-
pling depends nonlinearly on the mean conditions such
as the mean surface winds and the mean SST. Most
GCMs have moderate systematic errors in simulating
the mean climate. These systematic errors in the indi-
vidual components in a coupled GCM can amplify due
to unstable air—sea interactions and may result in cli-
mate drifts in coupled GCMs (Neelin et al. 1992). In
this context, the ability of the atmospheric model to
simulate the observed surface winds realistically when

forced by observed SST is a prerequisite for using it in
a coupled model.

The atmospheric component used in various coupled
models range from the simple steady Gill model em-
ployed by Zebiak and Cane (1987) and Neelin (1990)
to a low-resolution atmospheric GCM (AGCM) by
Philander et al. (1992), Lau et al. (1992), and Latif et
al. (1993) to a somewhat higher-resolution AGCM by
Nagai et al. (1992). Most AGCMs produce appreciable
systematic errors in simulating the climatological mean
and’ variability of the tropical surface winds when
forced by observed SST. The simple Gill-type models
with atmospheric heating proportional to SST anoma-
lies are known to produce far too strong easterlies in
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FiG. 3. AGCM-simulated climatological mean vector winds for January (a).and July (d). The differences between simulation and two
observed climatologies (COADS and ECMWF analysis) are shown in (b) and (c) for January and in (e) and (f) for July. Solid lines represent

isotachs of vector winds differences.

the eastern Pacific during warm phases of the ENSO
(Zebiak 1986; Goswami and Shukla 1991). The low-
resolution AGCMs also fail to correctly simulate the
location of the maximum westerly anomaly and its
asymmetry about the equator (Graham et al. 1989; La-
tif et al. 1990). AGCMs differ in the parameterizations
of various physical processes, as well as in resolutions.
Therefore, there is a need to assess the capability of an
individual AGCM in simulating the annual cycle and
" interannual variability of the observed surface winds
when forced by observed SST. With this objective in
mind, we investigate the surface wind simulations by

'/

the R15 (rhomboidal 15) version of the Center for
Ocean-Land - Atmosphere (COLA) Interaction
AGCM when forced by observed SST.

The primary objective of the coupled models is to
simulate the low-frequency interannual variability such
as the ENSO. Some recent studies (Latif et al. 1990;
Goswami and Shukla 1991) have shown that the large-
scale part of the observed surface winds represented by
the first two or three empirical orthogonal functions
(EOFs) are sufficient to force the observed interannual
variability in an ocean model. These studies indicate
that the forcing associated with the small-scale high-
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FiG. 4. Simulated and observed interannual standard deviation for zonal [(a), (b)] and meridional [(c), (d)] surface winds.
The unit is meters per second.

frequency part of the surface winds is not essential in
driving the low-frequency interannual variability in the
ocean. In general, an AGCM simulates a broad range
of space scales and timescales. Based on these studies,
it may be concluded that an atmospheric model that
simulates the large-scale part of the surface winds ac-
curately may be a good choice for the atmospheric
component in a coupled model even if it is not suc-
cessful in simulating the small-scale high-frequency
part of the surface winds well.

With this background, we analyze the model-simu-
lated surface winds and compare them with observa-
tions with special emphasis on the annual cycle and
large-scale low-frequency part of the variability. In sec-
tion 2, we describe the model and the experiment. In
section 3, we examine the simulated annual cycle of
the surface winds and compare with observations. In
section 4, we discuss the simulated interannual vari-
ability of the surface winds and compare it with obser-
vations. A summary and discussion is given in sec-
tion 5.

2. The model and experiment

The model used in this study is a low-resolution
version of the COLA AGCM. It is a spectral model
with R15 horizontal resolution and 18 discrete ver-
tical levels. The dynamics of the model are similar

to the ones described by Sela (1980). The model em-
ploys primitive equations of motion with divergence,
vorticity, virtual temperature, water vapor, and sur-
face pressure as prognostic variables. Results from
an earlier higher-resolution (R40) version of the
model are described by Kinter et al. (1988). The
model has a shallow convection scheme (Tiedke
1984), as well as a large-scale precipitation and cu-
mulus convection scheme by Kuo (1965). The sec-
ond-order closure model of Mellor and Yamada
(1982) is used to parameterize the vertical diffusion
at all levels. As discussed by Sato et al. (1989), the
model includes the simple biosphere (SiB) model of
Sellers et al. (1986).

The AGCM has been integrated using observed
monthly mean SSTs from January 1979 through March
1992. The global SST used in this experiment is the
blended SST (Reynolds 1988; Reynolds and Marsico
1993). The SST is obtained from an analysis of a blend
of in situ data, AVHRR (Advanced Very High Reso-
lution Radiometer) satellite data, and ice data. The in-
tegration was initiated from observed atmospheric data
for 1 January 1979. ' '

For comparison with observations we have used the
surface winds from COADS (Comprehensive Ocean—
Atmosphere Data Set) (Slutz et al. 1985) from January
1979 through December 1987. For the period between
January 1988 to March 1992, we have used the
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FiG. 5. First four EOFs and their principal components of the unfiltered monthly mean surface wind stresses
simulated by the COLA GCM. The unit for the principal components is newtons per second.

ECMWEF (European Centre for Medium-Range
Weather Forecasts) analyses at 1000 mb. To compare
large-scale structure of the simulated precipitation with
observation, we have also used the highly reflective
cloud (HRC) dataset between 1979 and 1987 (Garcia
1985).

3. The annual cycle

As mentioned earlier, the coupling between the at-
mosphere and the ocean depends sensitively on the
mean climate of the individual components. Therefore,
the correct simulation of the climatological annual cy-
cle by the AGCM when forced by observed boundary
conditions is equally important. In this section, we
present the mean annual cycle simulated by the model
and compare it with observations.

From the 13-yr model integration, climatological
means for different calendar months were constructed

for both zonal and meridonal components of the surface
winds. The climatological monthly means were then
Fourier-analyzed to extract the annual and semiannual
harmonics at each grid point. Figures 1a—c show the
annual mean, the annual harmonic, and the semiannual
harmonic for the simulated zonal winds over the Pa-
cific. The same fields for observations (COADS) are
shown in Figs. 1d—f. The length of the arrow in the
annual and semiannual harmonics represent the ampli-
tude of the harmonic, while the direction represents the
phase. The arrow pointing north represénts the first
maximum on 1 January, while the one pointing east
represents the first maximum on 1 April and so on.
Comparison of the simulated annual mean zonal
winds (Fig. 1a) with the observed (Fig. 1d) shows that
the AGCM is quite successful in simulating the location
of the strong trade winds between 10° and 20°N in the
central Pacific and between 5° and 15°S in the eastern
Pacific. It also properly simulated the weak easterlies
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FiG. 6. Same as in Fig. 5 but for the COADS wind stresses.

in the convective zone of the South Pacific convergence
zone (SPCZ) in the southwestern Pacific and the in-
tertropical convergence zone (ITCZ) in the northeast-
ern Pacific. However, the magnitude of the simulated
strong trade winds in the southeastern Pacific is about
15%—-20% weaker than observed.

The model also simulated the annual cycle reason-
ably well (Figs. 1b,e). The amplitude and the phase
of the annual harmonic in the northwestern Pacific as
well as in the south-central Pacific are well simulated
by the model. In the north-central Pacific also, the
amplitude is well simulated, but the maximum in the
simulated zonal winds lag observations by about one
month. There are two regions where the phase of the
simulated annual cycle is correct but the amplitude
is weaker than observed. They are in the 5°-15°N,
130°-100°W region in the eastern Pacific and in the
5°-15°S, 150°E-180° region. This systematic error
of the model occurs over the two regions correspond-

ing to the central regions of the ITCZ in the east and
the SPCZ in the west Pacific. The amplitude of the
semiannual harmonic in the observations is compa-
rable to the annual harmonic only in the northwestern
Pacific and in the westernmost part of southwestern
Pacific (Figs. 1c, f ). Elsewhere, the amplitude of the
second harmonic is very small compared to that of
the annual harmonic. The model also tends to pro-
duce the largest amplitude of the semiannual har-
monic in the western Pacific (Fig. 1¢). However, the
mode] fails to simulate the large amplitude of the
semiannual harmonic in the northwestern Pacific be-
tween 150°E and 160°W. In the regions where the
amplitude of the semiannual harmonic is small, the
simulated phases do not seem to correspond well
with the observed phases.

Figure 2 shows the simulated (Figs. 2a—c) and ob-
served (Figs. 2d—f) annual mean, annual harmonic,
and semiannual harmonic of the meridional winds.
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FI1G. 7. Vector representation of the first two EOFs of AGCM-simulated filtered zonal (5-month running mean) (U) and meridonal (V)
wind stresses and the corresponding principal components [(a), (b), (c)] together with the EOFs and PCs of corresponding fields of the
observed winds [(d), (e), (f)]. The unit of the vector EOF loadings are shown. In (c) and (f), the solid line is PC1 and the dashed line is PC2.

Again, we note that the model simulated the location
of the maximum northerlies and southerlies quite well.
While the simulated mean zonal winds are somewhat
weaker than observed, the simulated annual mean me-
ridional winds are quite close to their counterparts in
observations. Even the region of weak meridional
winds running from southeastern Pacific to equatorial
northwestern Pacific is well simulated by the model.
The annual harmonic of the meridional winds is also
well simulated in almost all locations except two small
regions. In the ITCZ region north of the equator in the
eastern Pacific, the phase of the annual cycle is correct
but the amplitude is about one-half the observed am-
plitude. In the southeastern Pacific, the amplitude of
_ the simulated annual harmonic is larger than that of the
observed in the same region. The amplitude of the
semiannual harmonic is again much smaller than that
of the annual harmonic, both in observations and in

model simulations. As with the zonal winds, the phases
of the semiannual harmonic of the simulated meridional
winds do not correspond well with those of the observed.

To supplement information about the simulated an-
nual cycle provided in Figs. 1 and 2, the simulated vec-
tor winds for January and July are shown in Figs. 3a,d.
They are compared with observed climatological vec-
tor winds for January and July derived from COADS,
as well as ECMWEF analyses. In Figs. 3b,c we show the
vector difference between simulated winds for January
and observed January winds from COADS and
ECMWEF analysis, respectively. The contours represent
magnitude of the vector difference. Figures 3e, f con-
tain similar differences for July winds. Although there
are some differences between the climatologies derived
from ECMWEF analysis and COADS, the pattern of the
differences between simulated winds and either of
these climatologies is very similar. This indicates that
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these differences are due to model deficiencies rather
than to the differences in the climatologies. In sum-
mary, we note that major differences occur in the SPCZ
region and in coastal central America. In the SPCZ re-
gion this difference is due to the fact that the center of
the convergence zone located at around 10°S, 175°E is
simulated by the AGCM about 15° to the west (around
160°E). This results in stronger than observed south-
easterlies in the eastern side of the convergence zone.

In July, we note that the model performs well in
simulating both the location and strength of the south-
easterlies in the SPCZ region. In the ITCZ region in
the eastern Pacific, the AGCM fails to simulate the
strong southerlies around 130°W, resulting in the larg-
est systematic errors in the equatorial region. The
AGCM-simulated southeasterlies in the southeastern
Pacific around 20°S, 120°W are also too weak com-
pared to observations resulting in the northwesterly
errors in this region.

Although the annual mean winds simulated by the
AGCM correspond well with observations, we note
some significant deficiency in simulating the annual
cycle. The errors in simulations of January and July
winds are manifestation of this deficiency in simulat-
ing the annual cycle. This is important in terms of air—
sea interactions relevant to ENSO since observations
indicate a certain phase locking of the ENSO with the
annual cycle. Therefore, such errors in simulation of
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the annual cycle may lead to climate drift in a coupled
model.

4. Interannual variability
a. Unfiltered variability

Anomalies of zonal and meridional winds are ob-
tained by subtracting the climatological mean for a
given month from the individual monthly mean winds.
To obtain an average measure of the interannual vari-
ations simulated by the model, standard deviation is
calculated from the anomalies spanning the whole pe-
riod of integration. Such standard deviations (SD) of
the simulated zonal and meridional winds are shown
in Fig. 4 and compared with similar SDs of the ob-
served zonal and meridional winds. We note that the
observed zonal winds have two low-variability
regions corresponding to the regions of strongest trade
winds in the northeastern Pacific and southeastern Pa-
cific. Moreover, in the equatorial western Pacific,
there is a region of high variability centered around
165°E. The model simulates the amplitude of the high
variability quite well, but the location is shifted by
about 10° to the west. Both centers of low variability
in the eastern half of the Pacific are also well simu-
lated. However, in these two regions, the amplitude of
the interannual variability is much weaker (20%—
30%) than observed. As in the case of the climato-
logical mean winds, where we noted that the model
simulations of the meridional component is better
compared to the simulations of the zonal component,
the amplitude of interannual variability of the merid-
ional winds also appears to be better simulated than
that of the zonal component. The SD of the simulated
meridional winds is close to or slightly larger than that
of the observed winds in almost all the locations. The
only notable discrepancy is in the simulation of the
location of the largest SD in the central and eastern
Pacific where the model simulates the largest vari-
ability over the equator, while in the observations the
largest variability tend to occur around 5°N.

The simulated as well as the observed surface winds
exhibit considerable high-frequency month-to-month
variability. If the high-frequency variability in the sur-
face winds simulated by our AGCM is too large com-
pared to observations, it may adversely affect the sim-
ulation of the low-frequency variability by an OGCM.
To get a better idea about the amplitude and structure
of this high-frequency component, we carried out EOF
analysis of the unfilitered monthly mean simulated and
COADS winds. Figure 5 shows the first four EOFs of
the simulated winds and their corresponding principal
components (PCs). Similarly, Fig. 6 shows the first
four EOFs and their PCs of the COADS winds. We
note that the total variance explained by the first four
EOFs of the simulated winds (30.94% of total) com-
pares well with that of the COADS winds (31.92% of
total). The percentage of variance explained by indi-
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vidual EOFs of the simulated winds are also compa-
rable to those of the corresponding EOFs of the
COADS winds. One interesting observation is that the
first EOF of both the simulated and COADS winds is
dominated by off-equatorial patterns. This appears to
be associated with extratropical high-frequency vari-
ability. It appears that a part of the observed EOFI
pattern is simulated by the model as a part of the EOF2.
Similarly, a part of the observed EOF2 is simulated by
the model as a part of EOF1. This is because a certain
high-frequency component is simulated by the model
with higher amplitudes than that in the COADS winds,
while that of another high-frequency component is sim-
ulated by the model with a lower amplitude than ob-
served. In contrast to EOF1 and EOF2, the EOF3 for
the simulated, as well as the COADS, winds is domi-
nated by an equatorial pattern. An examination of the
PCs clearly indicates that all the EOFs are associated
with considerable high-frequency component both for
the simulated and the COADS winds. Spectrum anal-
ysis (not shown) of the PCs show that the amplitude
of the high-frequency component in the simulated wind
is close to the amplitude of the high-frequency com-
ponent of the COADS. We also note that the correlation
between the corresponding PCs of the simulated and
COADS wind is quite poor. Therefore, it is not fair to
compare the first two EOFs of the simulated winds with
corresponding EOFs of the COADS winds. The sum
of the first two EOFs of the simulated winds correspond
reasonably well with the sum of the first two EOFs of
the COADS winds. The lack of correspondence in the
temporal evolution of these patterns is expected since
part of the high-frequency variability is due to internal

dynamics and hence sensitive to initial conditions. The
statistical properties of the high-frequency oscillation,
such as their amplitude and combined pattern, seem to
be reasonably well simulated by the model.

b. The low-frequency variability

As the simulation of the large-scale low-frequency
part of the surface winds by the AGCM is crucial for
interannual variability studies, we subject the simulated
and the observed surface winds to a 5-month running-
mean filter. The EOFs of the filtered wind stresses are
constructed, and we show in Fig. 7 the first two EOFs
of the simulated surface wind stresses and compare
them with those of the observed wind stresses. As in
Figs. 5 and 6, the EOFs are constructed using the zonal
and meridional wind anomalies as a combined variable,
and the wind vectors are then constructed from the
zonal and meridional components of the eigenfunc-
tions. Both the pattern and the amount of variance ex-
plained by the first EOF of the simulated winds agree
well with those of the COADS winds. While the am-
plitude of the simulated 1982-83 winds associated
with the warm episode is weaker than observed by
about 20%, those corresponding to the 198788 event
are simulated quite well. The mean convergence zone
is simulated around 5°S as in observations. The diver-
gence zone around 20°N, 130°W is also well simulated
by the model. The only discrepancy between the sim-
ulation and the observations is in the location of the
largest westerly anomalies. While in the observations
it occurs around 160°W, the model simulates it around
170°W. The second EOF explains relatively smaller
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amount of variance in the model simulations as com-
pared to that in the observation. The pattern of the sim-
ulated second EOF agrees well with the second EOF
of observations, except in the North Pacific around the
date line. :

The PCs corresponding to the first two EOFs are also
shown in Fig. 7. Keeping in mind the patterns of EOF1
and EQF2, the phase difference between PC1 and PC2
during 1982-83 clearly shows that the AGCM is able
to simulate the observed eastward migration of the
westerly wind anomalies from western Pacific to east-
ern Pacific during the evolution of the strong warm
episodes. We note that during the 198788 episode,
there was no prominent eastward propagation of the
westerly anomalies, and this feature is also simulated
well by the model. It is also clear from the PCs of the
first and second EOFs that both these patterns are re-
lated to the low-frequency ENSO mode. The higher
EOFs contain smaller horizontal scales. The agreement
between the simulated and observed patterns corre-
sponding to higher EOFs is poor.

Figure 8a shows the lagged correlations between
the observed and simulated principal components. It
shows that both PC1 and PC2 are equally well simu-
lated at zero lag. Both of them are best simulated when
observations lag AGCM simulations by about three
months. Noting the high correlation (~0.88) between
observed and simulated PC1 and PC2 of the filtered
winds at zero lag, we can conclude that the model is
able to simulate the low-frequency part of the vari-
ability both in temporal, as well as in spatial, patterns.
Figure 8b shows the lagged correlations between PC1
and PC2 for both observations and simulations. We
see that PC1 and PC2 are positively correlated when
PC1 lags PC2 and negatively correlated when PCl1
leads PC2. The model simulates this feature quite
well. In conjunction with the spatial patterns of these
EOFs shown in Fig. 7, this feature means an eastward
propagation of the zonal wind stress anomalies during
a warm episode. The simulated winds show that the
model simulates this feature successfully. This is a
quantitative support of the qualitative statements we
made while discussing Fig. 7.

The EOFs discussed in Figs. 7 and 8 represent the
large-scale patterns. Tropical air—sea interactions are
particularly sensitive to the winds near the equator. To
examine the simulations of the equatorial winds more
closely, we show in Fig. 9 time—longitude sections of
observed and simulated zonal winds averaged between
6°S and 6°N and filtered using a 5-month running mean.
It is seen that the model successfully simulates the ma-
jor features of the equatorial zonal wind variability both
in amplitude and in their temporal evolution. For ex-
ample, the easterly anomalies in 1981 confined to the
west of 170°W are well simulated. So are the westerly
wind anomalies during 1982~ 83 and their eastward mi-
gration. The magnitude of the simulated westerly
anomalies closely correspond to observations. The
easterly anomalies starting in the westernmost part of
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Pacific, stretching up to 1986 in the central Pacific, are
also well simulated by the AGCM. The model also sim-
ulates the westerlies in the western and central Pacific
during 1986—87 and easterlies during 1988—-89 quite
well. Closer scrutiny, however, reveals that there are
some systematic errors in the simulated equatorial
winds. Figure 9c shows the difference between the fil-
tered GCM and observed winds averaged over 6°S—
6°N. One striking feature of this difference field is that
it is characterized by small zonal-scale errors. This
means that even though the model simulates the large-
scale part of the low-frequency oscillations represented
by EOF1 and EOF2, there are some low-frequency
small-scale oscillations (represented by the higher
EOFs of the filtered winds) that the model is unable to
simulate well. Even for the large-scale patterns, the
model tends to simulate the pattern about 3 months
before observations (Fig. 8a). This results in some sys-
tematic errors. Moreover, the model tends to underes-
timate the easterly anomalies over the central Pacific.
This results in the positive difference between 1988
91 and 1984-86. These systematic errors may play an
important role in air—-sea interactions in a coupled
model. :

¢. Comparison with simulations by some other GCMs

While detailed intercomparison between a large
number of models is outside the scope of this study, to
put the simulations of this model in perspective we
have made an attempt to compare the simulation of
surface winds by the COLA model with simulations of
the same by a few other models with similar resolu-
tions. For this purpose, we were able to obtain simu-
lated surface wind stresses by three other models from
the AMIP (Atmospheric Model Intercomparison Proj-
ect; Gates 1992). They are (a) Meteorological Re-
search Institute, Japan (MRI GCM), with 4° latitude
by 5° longitude horizontal resolution and 15 hybrid lev-
els in the vertical; (b) Goddard Laboratory for Atmo-
spheres (GLA GCM) with 4° latitude by 5° longitude
horizontal resolution and 17 sigma levels in the verti-
cal; and (c) State University of New York, Albany,
model (SUNYA GCM). This is based on NCAR
CCM1 with rhomboidal 15 horizontal resolution and
12 sigma levels in the vertical. All the models were run
with observed global SST from January 1979 to De-
cember 1988.

In Fig. 10 we compare the simulation of the low-
frequency component of the surface winds stress by the
three different models. Here we show the first two
EOFs and the accompanying principal components of
the 5-month running-mean stresses. We can compare
these patterns and their amplitudes with those from
COADS and COLA GCM in Fig. 7. We note that these
two patterns do represent the low-frequency variability
associated with the ENSO in all the models. However,
the dominant pattern (EOF1) has some significant dif-
ferences. The MRI GCM patterns have too zonal winds
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FlG 10. The first two EOFs and their principal components of filtered (5-month running mean) vector wind stresses
51mulatcd by three different models Convention of plotting is same as in Fig. 7.

in the central Pacific, and the westerlies do not extend
up to 110°W and do not have the tongue toward the
Southern Hemlsphere As aresult, it has too weak con-
vergence in the eastern Pacific associated with this pat-
tern. The GLA GCM pattern also has westerlies ter-
minating at about 130°W and does not have the tongue
extending to the Southern Hemisphere. The COLA
GCM, however, does a much better job of capturing
the dominant pattern. The amphtude of the EOFs of the
COLA GCM, on the other hand, is weaker than ob-
served during 1982—83. The amplitude of the other
three models during 1982-83 are comparable to that
observed. In Table 1 we give the correlations between
observed and simulated principal components of the
first two dominant EOFs. We note that the correlations
between PCs of COADS winds and COLA GCM-sim-
ulated winds are among the highest. We argue that not
only the amplitude but also the convergences and di-
vergences associated with the dominant patterns are

important for large-scale air—sea interactions. For ex-
ample, too weak convergence simulated by a GCM in
its EOF1 may lead to weaker equatorial upwelling,
weaker cold tongue, and weaker horizontal temperature
gradient in the ocean model and to climate drift in a
coupled model. ' ' '

~ As equatorial winds are of special importance in the
tropical air—sea interactions, we also compare zonal
and meridonal stresses averaged over 5°S—5°N, 180°—
140°W in Figs. 11 and 12. It is clear from Fig. 11 that
all the models simulate the general tendency of the in-
terannual variation of the zonal winds. However, there
are considerable variations from model to model. If we
concentrate on 1982—83 event, SUNYA tends to over-
estimate the zonal stress while COLA tends to under-
estimate it. MRI and GLA simulate approximately. the
right amplitude. The stress in different models, how-
ever, are calculated using bulk formulas where the
value of the drag coefficient is not the same. Therefore,

e
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FiG. 10. (Continued)

it is not fair to compare the actual magnitude of the
stress of the different models. We calculated the stress
of the COLA model and the COADS winds using the
same drag coefficient. Therefore, the weak simulation
of the 198283 event by the COLA model is real. For
the meridional stress (Fig. 12), the SUNYA model
again tends to overestimate the amplitude of the inter-
annual variations, while MRI totally fails to simulate
the interannual variations in this region. This is consis-
tent with the too zonal structure of the leading EOFs
(Fig. 10) of MRI stress. Both GLA and COLA simulate
the observed interannual variation of the meridional
stress in this region well.

We want to emphasize at this point that this is a
rather limited intercomparison. The objective here is to
give an idea about the spread in simulating the inter-
annual variability by a class of models with similar res-
olutions. We are currently in the process of getting re-
sults of about 20 AGCMs for making a detailed inter-
comparison of surface winds simulated by the GCMs.
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5. Summary and discussions

To summarize, we note that the relatively low-res-
olution AGCM is successful in simulating the annual
cycle and the interannual variability reasonably well.
The locations of the trade winds, the ITCZ, and the
SPCZ are all well simulated. The strength of the sim-
ulated climatological mean zonal winds in the strong
trade wind belt is about 15%—-20% weaker than those
observed. The amplitude of the annual cycle of the
GCM-simulated surface winds is close that of COADS
winds everywhere except over the ITCZ and SPCZ
regions. In these two regions, the simulated amplitude
is much weaker than observed. The amplitude of the
simulated interannual variability is comparable to the
amplitude of observed interannual variability. The
AGCM simulates the statistical properties of the. high-
frequency modes, such as their amplitude and geo-
graphical location, reasonably well. However, under-
standably, it does not simulate their temporal evolution
well. The AGCM simulates the low-frequency large-
scale component of the surface winds variability well
both in spatial patterns and in their temporal evolution.
The agreement between the simulation and observa-
tions in the case of first two EOFs of the filtered (5-
month running mean) winds is noteworthy. The model
also simulates the equatorial westerly (easterly ) anom-
alies and their eastward migration during warm (cold)
phases of the 1982—-83 ENSO well. _

The successful simulation of the large-scale part of
the surface winds seems to be related to the successful
simulation of the large-scale part of the precipitation
by the AGCM. The first two EOFs of the filtered
model-simulated precipitation field are shown in Fig.
13 along with PCs. Comparing the PCs of the model
precipitation with those for the first two EOFs of the
model surface winds (Fig. 7), it is clear that there exists
a strong correspondence between the precipitation PCs
and the surface wind PCs. The correlation between the
first two PCs is 0.94, while that between the second
two PCs is —0.89. This indicates that the large-scale
part of the simulated winds is driven primarily by the
large-scale part of the model precipitation. In an at-
tempt to compare the model’s simulation of the large-
scale part of the precipitation with observations, we
show in Fig. 14 the first two EOFs of the highly re-
flective cloud (HRC) index. The agreement between
the first two EOFs of the model precipitation with those
of the HRC anomalies is quite remarkable. HRC rep-

TaBLE 1. Correlation coefficients between principal components
of the first two EOFs of the observed 5-month running-mean COADS
winds and those simulated by the four models.

COADS PC1 PC2
COLA 0.88 0.61
SUNYA 0.54 0.72
GLA 0.61 0.40
MRI 0.80 0.67
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FiG. 11. Compérison of zonal stress (N m™?) averaged between 5°S and 5°N, 180° and 140°W
for four models with that from COADS.

resents primarily deep convective clouds. Thus, the
large-scale organized part of precipitation seems to
come from deep convective clouds, and the AGCM is
quite successful in simulating them. .

To get a better idea about the model’s simulation of
the precipitation in the equatorial region, the precipi-
tation anomalies averaged between 6°S and 6°N along
the tropical Pacific is shown in Fig. 15 as a function of
time and compared to a corresponding time—longitude
section of the HRC anomalies. We see that the model
simulates the propagation of positive precipitation
anomalies from the western to the eastern Pacific dur-
ing warm episodes of 198283 and 1987-88. It also
shows increased precipitation in the eastern Pacific and
decreased precipitation in the western Pacific in the ma-
ture phase of the warm episodes (e.g., end of 1982 and
beginning of 1983, end of 1987 and beginning of 1988).
The model also simulates the decreased precipitation

in the central Pacific during cold,phas'es of ENSO, such
as 1984 and 1988. All these features correspond well
with observations as shown by the HRC anomalies. The
HRC data was also available only up to December 1987.

Thus, it is clear from Figs. 7, 13, 14, and 15 that
the successful simulation of the large-scale part of
the zonal winds by the AGCM is a result of the
AGCM'’s ability to simulate ‘the large-scale part of
the precipitation field well. Some recent studies
(Neelin 1988; Zebiak 1990) indicate that the nonlin-
earities are ‘of secondary importance in maintaining
the large-scale part of the tropical surface winds. Ze-
biak (1990) also shows that a linear model may be
able to simulate the tropical surface winds quite well
if it can simulate the convective heating field well.
As the convective heating results from various non-
linear thermodynamic and dynamic processes, the
linear models usually have difficulty in parameter-

0.021

-0.02 v T v
1980 1981 1982

1983

1985 1986

1984

FiG. 12. Same as in Fig. 11 but for meridional stress.
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izing the heating field well. However, if the heating
field is externally prescribed, a linear model may be
expected to simulate the tropical winds quite well.
To derive further insight regarding the maintenance
of the tropical surface winds simulated by the
AGCM, we ask the following question. How much
of the AGCM-simulated winds may arise as a result
of linear dynamics forced by the AGCM-simulated
precipitation anomalies? For this purpose, we con-
structed a linear model described by

u—fo+d, +eu=0
v—fu+td,+ev=0
¢,+C2(u,+vy)+e¢=—Q—bTx. (1)

This model takes into account the forcing associated
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with deep convection, represented by Q, as well as the
forcing associated with the surface temperature gradients
(Lindzen and Nigam 1987) represented by the term bT,
where T, is the SST. Since Lindzen and Nigam’s bound-
ary layer equations can be reduced to Gill model equa-
tions using a suitable transformation (Neelin 1989), they
can be combined to give (1) (Eltahir and Bras 1993). In
(1), u, v may be interpreted as perturbations in horizontal
mass flux in the boundary layer, and ¢ is Raleigh friction
parameter. The forcing function associated with deep con-
vection is parameterized as

Q=aP, (2)

where P is the precipitation in millimeters per day. The
dimensional values of the parameters used are a = 3.0
kg s> mm™~' day, e = (1 day)™',C=1745ms™", and
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FiG. 15. Filtered (5-month running mean) AGCM-simulated precipitation anomalies (a) and HRC anomalies (b)
averaged between 6°S and 6°N along the equatorial Pacific basin with time.

b = 1.808 kg s . Using the precipitation anomalies for
each month obtained from the AGCM and the corre-
sponding SSTs, the steady solution corresponding to each
month from January 1979 to March 1992 were obtained
by numerically integrating (1). As with the AGCM data,
the surface winds obtained from this linear model were
then filtered into 5-month running means. The filtered
winds were subjected to EOF analysis. The first two
EOFs and their principal components of the surface winds
simulated by the linear model are shown in Fig. 16. It is
interesting to note that there is good correspondence be-
tween the AGCM EOFs (Fig. 7) and the linear model
EOFs within the equatorial domain, approximately be-
tween 15°N and 15°S. Some discrepancies between the
patterns are seen only near northern and southern bound-
aries of our analysis domain. In the first EOF, maximum
convergence taking place around 5°S, 170°W is well sim-
ulated by the linear model. Similarly, larger easterlies in
the northeastern Pacific and very weak easterlies in the
southeastern Pacific are also well simulated. Several fea-
tures of the second EOF are also well simulated. To fur-
ther examine the simulation of the equatorial winds by
the linear model, linear-model —simulated zonal wind av-
eraged between 6°S and 6°N is shown as a function of
time in Fig. 17. Comparing this with Fig. 9, we note that
west of the date line the linear model simulated the
AGCM zonal winds quite well. For example, the westerly
maximum around 160°E in early 1982, the easterlies dur-

ing late 1983 and early 1984, the westerlies in 1987, the
easterlies in 198889, and the westerlies in 1991 are all
well simulated. Between the date line and 160°W, how-
ever, there are small differences between the AGCM-sim-
ulated zonal winds and the ones simulated by the linear
model. For example, the weak easterlies east of the date
line during 1984-85 simulated by the AGCM are re-
placed by weak westerlies (<0.5 ms™!) in the linear
model’s simulations. Similarly, the easterlies during
1988—89 do not extend beyond the date line in the linear
model as it does in the AGCM simulations. This discrep-
ancy may be partly due to the nonlinear effects. In sum-
mary, a linear model forced with AGCM precipitation can
successfully simulate the major features of equatorial
winds. While the nonlinearity does not seem to be of great
importance in driving the equatorial winds, they seem to
be important in driving the off-equatorial subtropical
winds.

Having established that the simulation of the large-
scale part of surface winds depends crucially on the sim-
ulation of the large-scale part of the precipitation by the
AGCM, we can return briefly to the discussion of the
differences in the simulation of the interannual variability
by the different AGCMs with similar resolutions (sec-
tions 4b,c). As we have chosen the models with com-
parable resolutions, the differences in the simulations of
the surface stress may be related to the differences in the
simulation of the precipitation by the different models.



Jung 1995

LINEAR MODEL EOF 1 32.50% a
30N ™ - - —r—r

7> > A A

T
4<vvyL¢rvavv<rvvs?\\>\hhA4v\
20N12a»w1,\LLL»LAL(-._ALLL(((»»( s LR |

1 ; . o
;;'/')"’vvLLLA:&A—A—A—gk(-(—(—(—«x((- /e
A N R e 4

10N',3:**\N~¢¢1///.///////r{zeyke—e—
> NN S W eee
_1—(—\/_) Ny l///ﬁi/‘(/f‘/{///,,keeew
¢ \X‘&[}ﬁ AR R
ﬂ«k Q\/'/v/' gk((((k(—-FKKKR‘(—J
105. \T\kf\&&&nﬁ(_(.(-xs.k.\.ﬁixﬂ*
,M'\ N R N S N R r e e cenm®m ]
,,n\\'\&'\‘\\\\\\\-\x‘ s e s € v E
L R R R R R R SRR R S e e
);,,44v»41««<esk‘\'\'\\lr<LL<\—,—\—

140E  160E 180  160W  140W 1200  100W  BOW
0.1
L INEAR MODEL EOF 2 18.05% b
30N o —
LAAA,‘1>44f.\,‘,‘,.\44~\44,4.}§\ S A v
20N-::':::;::l:»:::;":::::::::>,:fo‘
AR RN PPAAAIAAT Y 3 5 333 >3V bk vy 0
10N_k&\.\.\.&..f.)‘,vl.z'za*)qvv.,,,,,“(,,“, S
r““{\\\\'?’“¥¢¢¢\( Jl/l/‘*vL
Eo-".‘«*‘““‘* EERRRAS
105" k::\\;:»w }‘}:V‘-<rAr
SIS
PP*»VfAAqulvA<LLe<~<~K<~wsxtvvvv
305 4= , , ' P - .
140E  160E 180  160W  140W  120W  100W  BOW
—
0.1
c
30

—104
-201

1980 1981 1982 1983 1984 1935 1986 1987 1988 1989 1990 1991

F1G. 16. The first two EOFs and the corresponding PCs of filtered
(5-month running mean) zonal winds simulated by a linear Gill-type
model forced by the AGCM-simulated precipitation anomalies. The
solid line in (¢) is PC1 and the dashed line is PC2.

The simulation of the precipitation field, however, de-
pends on parameterization of several physical processes,
such as cumulus convection, boundary layer, ground hy-
drology, and radiation. There are differences in the pa-
rameterizations of all these processes in the different mod-
els. As a result, it is almost formidable to establish un-
ambiguously the cause of the differences. Part of the
success of the COLA model in simulating the large-scale
precipitation may be due to its inclusion of the simple
biosphere model (Sato et al. 1989).

Our results reinforce the findings in earlier studies (Lau
1985; Latif et al. 1990; Kitoh 1991) and the hypothesis
of Chamney and Shukla (1981) that the low-frequency
component of the tropical variability is forced by slowly
varying boundary conditions. In conclusion, one draw-
back of the present study may be noted. This study is
based on only one simulation for 13 years by the GCM.
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Although the analysis presented here shows that the low-
frequency component of the simulated winds is clearly
associated with the low-frequency ENSO component of
the SST forcing, the high-frequency component of the
simulated winds may be partly due to the high-frequency
component of the SST forcing and partly due to the in-
ternal dynamics of the atmosphere itself. The part of the
high-frequency oscillations arising from internal dynam-
ics such as feedback between convection and dynamics
is expected to depend sensitively on initial conditions and
hence will be unpredictable. In order to isolate the part
that would probably be predictable, it will be desirable to
conduct a few more experiments with the same boundary
conditions but with different initial conditions.
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