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Let \( \{Y_n\}_{n \geq 1} \) be a sequence of i.i.d. \( m \)-dimensional random vectors, and let \( f_1, \ldots, f_k \) be real-valued Borel measurable functions on \( \mathbb{R}^m \). Assume that \( Z_n = (f_1(Y_n), \ldots, f_k(Y_n)) \) has finite moments of order \( s \geq 3 \). Rates of convergence to normality and asymptotic expansions of distributions of statistics of the form \( W_n = n^{s/2} (H(Z) - H(\mu)) \) are obtained for functions \( H \) on \( \mathbb{R}^k \) having continuous derivatives of order \( s \) in a neighborhood of \( \mu = EZ_1 \). This asymptotic expansion is shown to be identical with a formal Edgeworth expansion of the distribution function of \( W_n \). This settles a conjecture of Wallace (1958). The class of statistics considered includes all appropriately smooth functions of sample moments. An application yields asymptotic expansions of distributions of maximum likelihood estimators and, more generally, minimum contrast estimators of vector parameters under readily verifiable distributional assumptions.

1. Introduction. Consider a sequence of independent and identically distributed \( m \)-dimensional random vectors \( \{Y_n\}_{n \geq 1} \). Let \( f_1, \ldots, f_k \) be real-valued Borel measurable functions on \( \mathbb{R}^m \). Consider the statistic

\[
W_n = n^{s/2} (H(Z) - H(\mu))
\]

where \( H \) is a real-valued Borel measurable function on \( \mathbb{R}^k \), and

\[
Z_n = (f_1(Y_n), \ldots, f_k(Y_n)), \quad Z = \frac{1}{n} \sum_{i=1}^{n} Z_i, \quad \mu = EZ_1.
\]

Note that all functions of sample moments are of the form \( H(Z) \). For example, \( H(Z) \) becomes the bivariate sample correlation coefficient if one takes \( m = 2, k = 5 \), \( f_1(y) = y^{(1)}, f_2(y) = y^{(2)}, f_3(y) = (y^{(1)})^2, f_4(y) = (y^{(2)})^2 \) (for \( y = (y^{(1)}, y^{(2)}) \), \( H(z) = (z^{(5)} - z^{(1)}z^{(4)})(z^{(4)} - z^{(1)}z^{(3)})^{-1}(z^{(3)} - z^{(2)}z^{(3)})^{-1} \) for \( z = (z^{(1)}, \ldots, z^{(5)}) \) belonging to a neighborhood of \( \mu = (EY^{(1)}_1, EY^{(2)}_1, E(Y^{(1)})_3, E(Y^{(2)})_3, (EY^{(1)}_1 Y^{(2)}_1)) \) contained in the set \( \{z \in \mathbb{R}^5 : z^{(2)} > (z^{(1)})^2, z^{(4)} > (z^{(2)})^2, -1 < H(z) < 1 \} \); \( H \) may be defined arbitrarily outside \( N \).

It is well known (see Cramér (1946), page 366, and Wilks (1962), page 260) that if \( Z_i \) has finite second moments and \( H \) is continuously differentiable in a neighborhood of \( \mu \), then \( W_n \) has a limiting normal distribution with mean zero.
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and variance
\begin{equation}
\sigma^2 = \sum_{i,j=1}^{k} v_{ij} l_i l_j
\end{equation}
where \( V = (v_{ij}) \) is the dispersion matrix of \( Z_i \) and
\begin{equation}
l_i = (D_i H)(\mu) = \left. \frac{\partial H(z)}{\partial z_i} \right|_{z = \mu} \quad 1 \leq i \leq k; \quad z = (z^{(1)}, \ldots, z^{(k)}).
\end{equation}
Throughout this article it is assumed that \( \sigma^2 \) is positive. As a first refinement of asymptotic normality one has

**Theorem 1.** If \( Z_i \) has finite third moments and if all third order derivatives of \( H \) are continuous in a neighborhood of \( \mu = E Z_i \), then
\begin{equation}
\sup_{B \in \mathcal{B}} |\text{Prob} (W_n \in B) - \int_B \phi_n(v) \, dv| = O(n^{-1})
\end{equation}
for every class \( \mathcal{B} \) of Borel sets satisfying
\begin{equation}
\sup_{B \in \mathcal{B}} \int_{(\partial B)^c} \phi_n(v) \, dv = O(\varepsilon) \quad (\varepsilon \downarrow 0).
\end{equation}
Here \( \partial B \) is the boundary of \( B \), \( (\partial B)^c \) is the \( \varepsilon \)-neighborhood of \( B \), and
\begin{equation}
\phi_n(v) = (2\pi \sigma^2)^{-\frac{1}{2}} \exp \left\{ -v^2/(2\sigma^2) \right\} \quad -\infty < v < \infty.
\end{equation}

It is important to note that the mean \( H(\mu) \) and the variance \( \sigma^2/n \) of the asymptotic distribution of \( H(Z) \) are not the mean and variance of \( H(Z) \). Indeed, in many common examples (e.g., the \( t \)-statistic, the sample correlation) the mean and higher moments of \( H(Z) \) may not even be finite. This feature of the problem shows up in a more serious manner when one attempts an asymptotic expansion going beyond (1.5). It is common practice among applied statisticians to calculate “approximate moments” of \( W_n \) by expanding \( H(Z) \) around \( \mu \), keeping a certain number of terms, raising to an appropriate power and taking expectations term by term. This is the so-called delta method. These “approximate moments” are sometimes used to obtain a formal Edgeworth expansion of the distribution function of \( W_n \). It was conjectured by Wallace (1958) (also see Bickel (1974)) that such a formal expansion would be valid if suitable assumptions were made. One of the principal aims in this article is to prove that a more precisely formulated version of this conjecture, as described in the following paragraphs, is valid. As pointed out by Wallace, such a formal expansion is easier to compute compared to the alternative procedure of reducing a multivariate Edgeworth expansion to a univariate one.

Denote the derivatives of \( H \) at \( \mu \) by
\begin{equation}
l_{i_1, \ldots, i_p} = (D_{i_1} D_{i_2} \cdots D_{i_p} H)(\mu) \quad 1 \leq i_1, \ldots, i_p \leq k,
\end{equation}
where \( D_i \) denotes differentiation with respect to the \( i \)th coordinate. A Taylor expansion of \( W_n \) yields the statistic
\begin{equation}
W_n' = n^2 \left\{ \sum_{i=1}^{s} l_i (Z^{(i)} - \mu^{(i)}) + \frac{1}{2} \sum_{i,j} l_i l_j (Z^{(i)} - \mu^{(i)}) (Z^{(j)} - \mu^{(j)}) + \cdots + \frac{1}{(s-1)!} \sum l_{i_1, \ldots, i_{s-1}} (Z^{(i_1)} - \mu^{(i_1)}) \cdots (Z^{(i_{s-1})} - \mu^{(i_{s-1})}) \right\},
\end{equation}
Since \( W_n - W'_n = o_p(n^{-(s-2)/2}) \), one may expect that an asymptotic expansion of the distribution function of \( W'_n \) may coincide with that of \( W_n \). Also, it is easy to check that (if \( Z_i \) has sufficiently many finite moments) the \( j \)th cumulant \( \kappa_{j,n} \) of \( W'_n \) is given by

\[
\kappa_{j,n} = \tilde{\kappa}_{j,n} + o\left(n^{-(s-2)/2}\right) \quad j \geq 1 ,
\]

where

\[
\tilde{\kappa}_{j,n} = \sum_{i=1}^{\infty} n^{-\frac{s}{3}} b_{j,i} \quad \text{if } j \neq 2 , \\
= \sigma^2 + \sum_{i=1}^{\infty} n^{-\frac{s}{3}} b_{2,i} \quad \text{if } j = 2 ,
\]

and \( b_{j,i} \)'s depend only on appropriate moments of \( Z_i \) and on derivatives of \( H \) at \( \mu \) of orders \( s - 1 \) and less. We refer to \( \tilde{\kappa}_{j,n} \) as "approximate cumulants" of \( W'_n \) (or \( W_n \)). The expression

\[
\exp \left\{ i t \tilde{\kappa}_{1,n} + \frac{(it)^2}{2} (\tilde{\kappa}_{2,n} - \sigma^2) + \sum_{j=3}^{\infty} \frac{(it)^j}{j!} \tilde{\kappa}_{j,n} \right\} \exp\left\{-\sigma^2 t^2/2\right\}
\]

is an approximation of the characteristic function of \( W'_n \) (or \( W_n \)). Expanding the first exponential factor one may reduce (1.12) to

\[
\exp\{-\sigma^2 t^2/2\}[1 + \sum_{r=1}^{\infty} n^{-\frac{s}{3}} \pi_r(it)] + o(n^{-(s-2)/2})
= \hat{\phi}_{s,n}(t) + o(n^{-(s-2)/2}) ,
\]

say, where \( \pi_r \)'s are polynomials whose coefficients do not depend on \( n \). The formal Edgeworth expansion \( \Psi_{s,n} \) of the distribution function of \( W_n \) is defined by

\[
\Psi_{s,n}(v) = \left[ 1 + \sum_{r=1}^{\infty} n^{-\frac{s}{3}} \pi_r \left( -\frac{d}{dv} \right) \phi_{s,0}(v) \right] ,
\]

\[
\Psi_{s,n}(\mu) = \int_{-\infty}^{\mu} \phi_{s,n}(v) dv .
\]

Note that the Fourier–Stieltjes transform of \( \Psi_{s,n} \) is \( \hat{\phi}_{s,n} \).

To state the next result let \(|\cdot|, \langle \cdot , \cdot \rangle\) denote Euclidean norm and inner product, respectively.

**Theorem 2.** Assume that, for some integer \( s \geq 3 \), all the derivatives of \( H \) of orders \( s \) and less are continuous in a neighborhood of \( \mu = EZ_1 \) and that \( E|Z_1|^s \) is finite.

(a) If, in addition, (i) the distribution of \( Y \) has a nonzero absolutely continuous component (with respect to Lebesgue measure on \( \mathbb{R}^n \)) and (ii) the density of this component is strictly positive on some nonempty open set \( U \) on which \( f_1, \ldots, f_k \) are continuously differentiable and \( 1, f_1, \ldots, f_k \) are linearly independent (as elements of the vector space of continuous functions on \( U \)), then

\[
\sup_{B} |\text{Prob}(W_n \in B) - \int_{B} \phi_{s,n}(v) dv| = o(n^{-(s-2)/2}) ,
\]

where the supremum is over all Borel sets \( B \).

(b) If, instead of (a), it is merely assumed that

\[
\limsup_{|t| \to \infty} |E(\exp[i \langle t, Z_i \rangle])| < 1 ,
\]
then the relation

\[ (1.17) \quad \sup_{B \in \mathcal{B}} |\text{Prob} \{ W_n \in B \} - \int_B \phi_{n}(v) \, dv| = o(n^{-(s-2)/2}) \]

holds uniformly over every class \( \mathcal{B} \) of Borel sets satisfying (1.6).

**Remark 1.1.** Theorems 1 and 2 extend in a straightforward manner to vector-valued \( H(x) = (H_1(x), \ldots, H_p(x)) \) provided that the dispersion matrix \( M = \Sigma V \Sigma' \) of \( \langle \langle Z_i, \text{grad} H_1(\mu) \rangle, \ldots, \langle Z_i, \text{grad} H_p(\mu) \rangle \rangle \) is nonsingular. Here \( \Sigma \) is the \( p \times k \) matrix whose \( r \)th row is \( \text{grad} H_r(\mu) = (D_1 H_r(\mu), \ldots, D_k H_r(\mu)) \). In this case one must replace \( \phi_{n} \) by

\[ (1.18) \quad [1 + \sum_{r=1}^{k} n^{-r/2} \bar{n}_{r}(-D)] \phi_{\mu}(x) \quad x \in R^{p}, \]

where \( \phi_{\mu} \) is the normal density on \( R^{p} \) with mean zero and dispersion \( M, \bar{n}_{r} \) is a polynomial in \( p \) variables (whose coefficients do not depend on \( n \)), and \( -D = (-D_1, \ldots, -D_p) \). There is virtually no difference in the proofs for vector-valued \( H \), apart from an additional complexity in notation.

**Remark 1.2.** Let \( G \) denote the distribution of \( Y_1 \). If the density \( g \), say, of the absolutely continuous part of \( G \) is such that \( U_i \equiv \{ y: g(y) > 0 \} \) is open and \( G(U_i) = 1 \), then one may replace (ii) in the statement of Theorem 2(a) by (ii)': \( f_1, \ldots, f_k \) are continuously differentiable on \( U_i \). For, in this case, the functions \( 1, f_1, \ldots, f_k \) are linearly dependent as continuous functions on \( U_i \) if and only if \( 1, f_1(Y_1), \ldots, f_k(Y_1) \) are linearly dependent as elements of the \( L^2 \) space of random variables, and, as explained in the first paragraph of Section 2, one may always replace \( \{1, f_1, \ldots, f_k\} \) by a maximal linearly independent set \( \{1, f_{i_1}, \ldots, f_{i_k}\} \) \( (1 \leq k' \leq k) \).

**Remark 1.3.** Assuming, in addition to the hypothesis of Theorem 2(a), that \( f_1, \ldots, f_k \) are analytic, Chibisov (1972) proved that an asymptotic expansion

\[ \text{Prob} \{ W_n \in C \} - \int_C [1 + \sum_{r=1}^{k} n^{-r/2} q_r(x)] \phi_{\mu}(x) \, dx = o(n^{-(s-2)/2}) \]

holds uniformly over all measurable convex sets \( C \) (intervals, in case \( H \) is real). For the special case of polynomial \( H \) he was able to prove that this expansion was uniform over all Borel sets. For many applications (see, e.g., Theorem 3) analyticity of \( f_j \)'s is a severe restriction. Also, he was not concerned with the problem of identifying this expansion with the formal Edgeworth expansion.

**Remark 1.4.** Note that in Theorem 2 we only require \( E|Z_i|^s < \infty \), whereas an algebraic computation of the moments of \( W_n \) yields expressions for \( \kappa_{s/a} \) \( (1 \leq j \leq s) \) as polynomials in \( n^{-1} \) whose coefficients are (polynomial) functions of moments of \( Z_i \) of orders up to \( s(s - 1) \). This apparent anomaly is resolved by the fact that the "approximate cumulants" \( \bar{\kappa}_{j, n}, 1 \leq j \leq s \), only involve moments of \( Z_i \) of orders \( s \) and less so that (1.14) is well defined. In the course of proving Theorem 2 it is first shown that under the hypothesis of Theorem 2(b) there exists an asymptotic expansion of the distribution function of \( W_n \) in the
form

\begin{align}
F_n(u) &= \phi(u) + o(n^{-(s-3)/2}), \\
F_n(u) &= \int_{-\infty}^{\infty} \left[ 1 + \sum_{r=1}^{s-1} r n^{-r^2} q_r(v) \right] \phi_{s}(v) \, dv, \tag{1.19}
\end{align}

where \(q_r\)'s are polynomials. The coefficients of \(q_r\) (1 \(\leq r \leq s - 2\)) are polynomials in the moments of \(Z_1\) of orders \(s\) and less, and the coefficients of these last polynomials are constants which do not depend on the distribution of \(Z_1\). It is next shown that, in case \(Z_1\) has finite moments of all orders,

\begin{align}
q_r(v) \phi_{s}(v) &= \pi_r \left( -\frac{d}{dv} \right) \phi_{s}(v) \quad 1 \leq r \leq s - 2. \tag{1.20}
\end{align}

It follows that \(\pi_r\)'s (1 \(\leq r \leq s - 2\)) depend only on those moments of \(Z_1\) which are of orders \(s\) and less, and the same is, therefore, true of \(\kappa_{j,n}\) (1 \(\leq j \leq s\)). In view of (1.11)—(1.13), and (1.21) below, the \(j\)th moment of \(\Psi_{s,n}(t)\) differs from that computed from \(\kappa_{j,n}\) (using the familiar relations between moments and cumulants) by \(o(n^{-(s-3)/2})\). In other words, under the hypothesis of Theorem 2(b) it is a valid procedure to compute moments of the asymptotic expansion by the so-called delta method in which \(W_n\) is raised to a power, expectations taken term by term (formally) and terms of order \(o(n^{-(s-3)/2})\) neglected. Expansions of moments as well as expectations of other smooth functions of \(W_n\) (and of \(W_s\), if it has enough moments) are valid solely under moment conditions on \(Z_1\) (see Götze and Hipp (1977)), and these expansions may be obtained by integrating the smooth function with respect to the formal Edgeworth expansion \(\Psi_{s,n}\), even when the distribution function of \(W_s\) does not admit an expansion. Finally, the proof of the identification (1.20) depends crucially on the following important combinatorial result of James (1955), (1958), and James and Mayne (1962):

\begin{align}
\kappa_{j,n} &= O(n^{-(s-3)/2}) \\
\kappa_{j,n} \geq 3, \tag{1.21}
\end{align}

which holds if \(E|Z_1|^{2(s-1)} < \infty\). There may, however, be statistics whose cumulants satisfy (1.10), (1.11), but not (1.21). Consider such a statistic \(T_n\), assume (for simplicity) that it has finite moments of all orders, and define, for each \(r \geq 3\), the polynomials \(\pi_{j,r}\) by

\begin{align}
\exp \left\{ \frac{it \kappa_{1,n}}{2} (\kappa_{2,n} - \sigma^2) + \sum_{j=3}^{s} \frac{it^j}{j!} \kappa_{j,n} \right\} \exp \left\{ -\frac{t^2}{2} \right\} \\
= \exp \left\{ -\frac{t^2}{2} \right\} [1 + \sum_{j=1}^{s} n^{-j/2} \pi_{j,r}(it)] + o(n^{-(s-3)/2}) \tag{1.22}
\end{align}

say. Define the formal Edgeworth expansion of type \((r, s)\) by

\begin{align}
\Psi_{s,r,n}(u) &= \int_{-\infty}^{\infty} \left[ 1 + \sum_{j=1}^{s} n^{-j/2} \pi_{j,r} \left( -\frac{d}{dv} \right) \phi_{s}(v) \right] \, dv. \tag{1.23}
\end{align}

It is easy to see from (1.22) that the polynomials \(\pi_{s,r}\) have no constant terms, and
\( \phi_{s,r,n}(0) = 1 \). It follows that there exists a smallest integer \( r_0 \) such that

\[
\left. \frac{d^j}{dt^j} \log \phi_{s,r,n}(t) \right|_{t=0} = o(n^{-(s-2)/3}) \quad \text{if} \quad j > r_0.
\]

If now the distribution function of the statistic \( T_n \) has a valid asymptotic expansion given by (1.19), then the same procedure as used in verifying (1.20) leads to the conclusion: \( F_n = \Psi_{s,r,n} \) if and only if \( r \geq r_0 \).

**Remark 1.5.** Theorem 2, incidentally, justifies the remark made in Ghosh and Subramanyam (1974), page 356, that their \( E^u(T_n - \theta_0)^3 \) is the second moment of an Edgeworth expansion.

**An Application.** We now apply Theorem 2(a) for vector-valued \( H \) (see Remark 1.1) to obtain asymptotic expansions of distributions of a class of statistics including maximum likelihood estimators and the so-called minimum contrast estimators for vector parameters.

Let \( \{Y_{a,p}\}_{a=1}^p \) be a sequence of i.i.d. \( m \)-dimensional random vectors whose common distribution \( G_\theta \) is parametrized by \( \theta = (\theta^{(1)}, \ldots, \theta^{(p)}) \) belonging to an open subset \( \Theta \) of \( \mathbb{R}^p \). For each \( \theta \) let \( f(y; \theta) \) be an extended real-valued Borel measurable function on \( \mathbb{R}^m \). For nonnegative integral vectors \( \nu = (\nu^{(1)}, \ldots, \nu^{(p)}) \) write \( |\nu| = \nu^{(1)} + \cdots + \nu^{(p)} \), \( ! \nu = \nu^{(1)}! \cdots \nu^{(p)}! \), and let \( D^{\nu} = (D_{\nu^{(1)}} \cdots D_{\nu^{(p)}}) \) denote the \( \nu \)th derivative with respect to \( \theta \). We shall write \( P_\theta \) to denote the product probability measure on the space of all sequences in \( \mathbb{R}^m \) and regard \( Y_a \)'s as coordinate maps on this space. Expectation with respect to \( P_\theta \) will be denoted by \( E_\theta \).

The following assumptions will be made:

(A1) There is an open subset \( U \) of \( \mathbb{R}^m \) such that (i) for each \( \theta \in \Theta \) one has \( G_\theta(U) = 1 \), and (ii) for each \( \nu \), \( 1 \leq |\nu| \leq s + 1 \), \( f(y; \theta) \) has a \( v \)th derivative \( D^{\nu} f(y; \theta) \) with respect to \( \theta \) on \( U \times \Theta \).

(A2) For each compact \( K \subset \Theta \) and each \( \nu \), \( 1 \leq |\nu| \leq s \), \( \sup_{\theta \in K} E_\theta |D^{\nu} f(Y_1; \theta)|^{s+1} < \infty \); and for each compact \( K \) there exists \( \varepsilon > 0 \) such that \( \sup_{\theta \in K} E_\theta (\max_{\theta_0 - \varepsilon \leq \theta \leq \theta_0} |D^{\nu} f(Y_1; \theta)|)^s < \infty \) if \( |\nu| = s + 1 \).

(A3) For each \( \theta \in \Theta \), \( E_{\theta_0} D_r f(Y_1; \theta_0) = 0 \) for \( 1 \leq r \leq p \), and the matrices \( I(\theta_0) = ([[(-E_{\theta_0} D_1 D_r f(Y_1; \theta_0))]) \), \( D(\theta_0) = ([[E_{\theta_0} (D_r f(Y_1; \theta_0) \cdot D_r f(Y_1; \theta_0))]) \)

are nonsingular.

(A4) The functions \( I(\theta) \), \( E_\theta (D^{\nu} f(Y_1; \theta) \cdot D^{\nu} f(Y_1; \theta)) \), \( 1 \leq |\nu|, |\nu'| \leq s \), are continuous on \( \Theta \).

(A5) The map \( \theta \to G_\theta \) on \( \Theta \) into the space of all probability measures on (the Borel sigma field of) \( \mathbb{R}^m \) is continuous when the latter space is given the (variation) norm topology.

(A6) For each \( \theta \in \Theta \), \( G_\theta \) has a nonzero absolutely continuous component (with respect to Lebesgue measure) whose density has a version \( g(y; \theta) \) which is strictly positive on \( U \). Also, for each \( \theta \) and each \( \nu \), \( 1 \leq |\nu| \leq s \), \( D^{\nu} f(y; \theta) \) is continuously differentiable in \( y \) on \( U \).
Now write
\[ L_n(\theta) = \sum_{j=1}^p f(Y_j; \theta), \quad L_1(\theta) = f(Y_1; \theta), \]
and consider the \( p \) equations
\begin{align*}
0 &= \frac{1}{n} D_r L_n(\theta_0) + \frac{1}{n} \sum_{i=1}^p (\theta^{(i)} - \theta_0^{(i)}) D_i D_r L_n(\theta_0) + \cdots \\
&\quad + \frac{1}{n} \sum_{|\nu|=r-1} \frac{(\theta - \theta_0)^\nu}{\nu!} D^\nu D_r L_n(\theta_0) + R_{n,r}(\theta) \\
&= \frac{1}{n} D_r L_n(\theta), \quad 1 \leq r \leq p,
\end{align*}
where \( x^\nu = (x^{(1)})^{\nu_1} \cdots (x^{(p)})^{\nu_p} \) for \( x = (x^{(1)}, \ldots, x^{(p)}) \in \mathbb{R}^p \), and \( R_{n,r}(\theta) \) is the usual remainder in the Taylor expansion, so that
\[ |R_{n,r}(\theta)| \leq \frac{c(s, p)}{n} |\theta - \theta_0|^s \max_{|\nu|=s+1} \sup_{|\theta - \theta_0| \leq \epsilon} |D^\nu L_n(\theta)|. \]

The statistics \( \hat{\theta}_n \) considered below are measurable maps on the probability space into some compactification of \( \Theta \).

**Theorem 3.**

(a) Assume \((A_s)-\)\((A_s)\) hold for some \( s \geq 3 \). There exists a sequence of statistics \( \hat{\theta}_n \) such that for every compact \( K \subset \Theta \)
\[ \inf_{\theta_0 \in K} P_{\theta_0}(|\hat{\theta}_n - \theta_0| < d_n n^{-s/2} \log n) \rightarrow 1 - o(n^{-s/2}), \]

where \( d_n \) is a constant which may depend on \( K \).

(b) If \((A_s)-\)\((A_s)\) hold, then there exist polynomials \( q_{r,\theta_0} \) (in \( p \) variables), not depending on \( n \), such that for every sequence \( \hat{\theta}_n \) satisfying (1.29) and every compact \( K \subset \Theta \) one has the asymptotic expansion
\[ \sup_{\theta_0 \in K} |P_{\theta_0}(n^{1/2} \hat{\theta}_n - \theta_0) \in B) - \int_B [1 + \sum_{r=1}^{s-1} n^{-r/2} q_{r,\theta_0}(x)] \phi_\theta(x) \, dx| = o(n^{-s-1/2}) \]
uniformly over every class \( \mathcal{B} \) of Borel sets of \( \mathbb{R}^p \) satisfying
\[ \sup_{\theta_0 \in K} \sup_{B \in \mathcal{B}} \int_B \phi_\theta(x) \, dx = O(\epsilon) \quad as \quad \epsilon \downarrow 0. \]

Here \( M = I^{-1}(\theta_0) D(\theta_0) I^{-1}(\theta_0) \), where \( I(\theta_0), D(\theta_0) \) are defined by (1.25). Also, the coefficients of the polynomials \( q_{r,\theta_0} \) are themselves polynomials in the moments of \( D^r L(\theta_0) \), \( 1 \leq |\nu| \leq s \), under \( P_{\theta_0} \), and are consequently bounded on compacts.

**Remark 1.6.** Theorem 3 is actually proved under the weaker hypothesis \((A_s)-\)\((A_s)\) and (in place of \((A_s)\)) \((A_s)'\): the distribution of \( Z_1 \), under \( P_{\theta} \) satisfies Cramér's condition (1.16), for each \( \theta \). Under this latter condition, and for one-dimensional parameters, relations similar to (1.30) were established (with analogous regularity assumptions) for the class of intervals, in place of general \( \mathcal{B} \).
satisfying (1.31), by Pfanzagl (1973b, Theorem 1) and Chibishov (1973b). Pfanzagl also provided a verifiable condition (see [21], page 1012) under which his distributional assumption may be checked. The situation is more complex in the multiparameter case. For this case Chibishov (1972, 1973a) was able to prove a result analogous to (1.30) for the special class of all measurable convex sets (which, of course, satisfies (1.31); see [4], page 24) under the additional assumption that $D^\nu f(y; \theta)$, $1 \leq |\nu| \leq s$, be analytic in $y$. In the present context this assumption is severely restrictive. Note that assumption $(A_0)$ provides a simple verifiable sufficient condition for the validity of $(A_0)'$ (see Lemma 2.2 and Remark 1.2). Finally, it is also possible (see the proof in Section 2) to replace the continuity conditions in $(A_1)$ by 'boundedness' conditions (as, e.g., in Pfanzagl (1973a)).

**Remark 1.7.** Under assumptions $(A_1)$—$(A_i)$ with $s = 3$ one may easily prove (using Theorem 1 for vector $H$, instead of Theorem 2) that the error of normal approximation is $O(n^{-1})$ uniformly over every compact $K \subset \Theta$ and every class $\mathcal{B}$ satisfying (1.31). However, for the special class of all Borel measurable convex sets such a result has been proved by Pfanzagl (1973b).

**Remark 1.8.** Assume that for some $s \geq 2$ one has $(A_1)$, $(A_i)$, $E_{\theta_0}|D^\nu f(Y; \theta_0)|^s < \infty$ for $1 \leq |\nu| \leq s$, and $E_{\theta_0}(\max_{\nu - \theta_0 \leq \epsilon} |D^\nu f(Y; \theta_0)|)^s < \infty$ for some $\epsilon > 0$ and all $\nu$ with $|\nu| = s + 1$. Then one may prove using (1.27), (1.28) and the law of the iterated logarithm that there exists an a.s. $(P_{\theta_0})$ finite integer-valued random variable $N(\ast)$ such that with $P_{\theta_0}$ probability one for $n > N(\ast)$ one has

\begin{align*}
\left| \frac{1}{n} D_n L_n(\theta_0) \right| &\leq d_1 n^{-1}(\log n)^{\frac{1}{2}}, \\
\left| \frac{1}{n} D^\nu L_n(\theta_0) - E_{\theta_0} D^\nu f(Y; \theta_0) \right| &\leq d_1 n^{-1}(\log n)^{\frac{1}{2}} 2 \leq |\nu| \leq s, \\
|R_{n,r}(\theta)| &\leq |\theta - \theta_0|^r [d_2 + d_1 n^{-1}(\log n)^{\frac{1}{2}}] \\
&\text{for all } \theta \text{ satisfying } |\theta - \theta_0| \leq \epsilon 1 \leq r \leq p,
\end{align*}

for any positive constant $d_1$ and a suitable constant $d_2$. Using the Brouwer fixed point theorem, as in the proof of Theorem 3(a), one can then show that there exists a sequence of statistics $\{\hat{\theta}_n\}_{n \geq 1}$ such that for every $d > 0$ with $P_{\theta_0}$ probability one

\begin{equation}
|\hat{\theta}_n - \theta_0| < d n^{-1} (\log n)^{\frac{1}{2}} \quad \text{and} \quad \hat{\theta}_n \text{ solves (1.27) if } n > N(\ast).
\end{equation}

If, due to some additional structure (e.g., convexity or concavity of $L_n(\theta)$) as a function $\theta$ for every $n$, a.s. $(P_{\theta_0})$, the equations (1.27) have at most one solution for each $n$ (a.s. $(P_{\theta_0})$), then of course one may define $\hat{\theta}_n$ to be this solution when it exists and arbitrarily (measurably) if it does not, and such a $\hat{\theta}_n$ will satisfy (1.33) with $P_{\theta_0}$ probability one (strong consistency) and, under the hypothesis $(A_1)$—$(A_i)$ will also admit the asymptotic expansion (1.30). Finally, we consider
the so-called minimum contrast estimators (see Pfanzagl (1973b)). It is known (see [21], Lemma 3, which admits extension to \( p > 1 \)) that for such estimators \( \hat{\theta}_n \), say, one has, under certain regularity conditions,

\[
(1.34) \quad \sup_{\theta \in K} P_{\theta_0}(\hat{\theta}_n - \theta_0) > d'(\theta_0)n^{-1}(\log n)^i = o(n^{-(s-2)/2})
\]

for every compact \( K \subset \Theta \). Here \( d' \) is bounded on compacts. Since \( \hat{\theta}_n \) minimizes (or maximizes) \( L_n(\theta) \) it follows that (1.29) holds. Augmenting these regularity conditions, if necessary, so that (A1)---(An) hold one has (1.30). Conditions not significantly different from (A1)---(An) are generally included among these regularity conditions. Finally, the reason for not restricting the context of Theorem 3 to minimum contrast estimators is that in its present from this theorem also applies to problems, e.g., in mathematical economics (see Bhattacharya and Majumdar (1973)), in which \( \hat{\theta}_n \) is not a statistical estimator.

Among the earliest results on asymptotic expansion of some special functions of sample moments we refer to Hsu (1945) who obtained an asymptotic expansion for the sample variance.

For relations with questions concerning asymptotic efficiencies of statistical estimators we refer to Pfanzagl (1973a), Ghosh and Subramanyam (1974), and Ghosh, Sinha and Wieand (1977).

Some of the results of this article in weaker form were announced earlier in Bhattacharya (1977). It may be noted that the entire Section 4 of that article ([2]) was based on joint work by the authors.

2. Proofs. For proving Theorems 1 and 2 it will be assumed, without any essential loss of generality, that the dispersion matrix \( V \) of \( Z_n \) is nonsingular. For, if \( V \) is singular, then \( 1, f_1(Y_n), \ldots, f_k(Y_n) \) are linearly dependent when considered as elements of the \( L^2 \) space of random variables. Then there exist a maximal integer \( k' \) and distinct indices \( i_1, \ldots, i_{k'} \) among \( 1, 2, \ldots, k \) such that \( 1, f_{i_1}, \ldots, f_{i_{k'}} \) are linearly independent. Defining \( Z_n' = (f_{i_1}(Y_n), \ldots, f_{i_{k'}}(Y_n)) \) one can define a function \( H' \) defined on \( R^{k'} \) and as smooth as \( H \) such that \( H'(Z) = H(Z) \) where \( \bar{Z} = (1/n) \sum_{i=1}^n Z_i. \) In view of the positivity of \( \sigma^2, k' \geq 1. \)

Throughout the letters \( c, d \) will denote constants (i.e., nonrandom numbers not depending on \( n, x, z, u, \) or \( \nu) \).

Let \( \chi_j(t) \) denote the \( j \)th cumulant of \( \langle t, Z_1 - \mu \rangle = \sum_{r=1}^k t^r(Z_1 - \mu)^r, \) and introduce the Cramér–Edgeworth polynomials

\[
(2.1) \quad \tilde{P}_j(it) = \sum_{p=1}^r \left\{ \frac{\chi_j + \chi_{j+p} + \chi_{j+2p}}{(j+2)!} \right\}
\]

\[
\chi_j(it) = i^j \chi_j(t) \quad t \in R^k; \ r = 1, 2, \ldots,
\]

where the sum \( \sum^* \) is over all \( p \)-tuples of positive integers \( (j_1, \ldots, j_p) \) satisfying \( \sum_{r=1}^n j_1 = r. \) Letting \( D_i \) denote differentiation with respect to the \( i \)th coordinate, write

\[
(2.2) \quad D = (D_1, \ldots, D_k).
\]
Then \( \hat{P}_s(-D) \) is a differential operator. Write
\[
(2.3) \quad \hat{\phi}_r(z) = \frac{1}{(2\pi)^{k/2}} \text{det } V^{1/2} \exp \left\{ -\frac{1}{2} \langle z, V^{-1} z \rangle \right\},
\]
\[
\hat{\xi}_{s,n}(z) = [1 + \sum_{r=1}^{s-2} n^{-r/3} \hat{P}_s(-D)] \hat{\phi}_r(z) \quad z \in \mathbb{R}^k.
\]

Define the functions
\[
(2.4) \quad g_n(z) = n^t [H(\mu + n^{-1} z) - H(\mu)], \quad h_s(z) = \sum_{i=1}^s l_i \hat{z}^{(i)},
\]
\[
+ \frac{1}{(s-1)!} n^{-(s-3)/2} \sum_{i_1, \ldots, i_{s-1}} z^{(i_1)} \ldots z^{(i_{s-1})}
\]
\[
z = (z^{(1)}, \ldots, z^{(s)}) \in \mathbb{R}^s.
\]

Note that \( h_{s-1} \) is a Taylor expansion of \( g_n \) and write
\[
W_n = g_n(n^{-1}(Z - \mu)), \quad W_n' = h_{s-1}(n^{-1}(Z - \mu)).
\]

Define the maps
\[
(2.5) \quad T(z) = (z^{(1)}, \ldots, z^{(s-1)}), \quad g_n(z)^{(s-1)}, \quad T_p(z) = (z^{(1)}, \ldots, z^{(s-1)}, h_p(z))
\]
where \( p = 1 \) or \( s - 1 \). Assume without loss of generality that \( l_k > 0 \). For the following discussion \( n_0 \) is an integer such that for \( n > n_0 \) the map \( T_{s-1}(T) \) is a \( C^\infty \) diffeomorphism on the set
\[
(2.6) \quad M_n = \{ |z| < ((s-1)\Lambda \log n)^{3} \}
\]
on to its image. Here \( \Lambda \) is the largest eigenvalue of \( V \).

**Lemma 2.1.** Assume \( \rho_s = E|Z_1|^s < \infty \) and that all derivatives of \( H \) of orders \( s \) and less are continuous in a neighborhood of \( \mu = E Z_1 \), for some \( s \geq 3 \). Then there exist polynomials \( q_s \), (in one variable), whose coefficients do not depend on \( n \), such that uniformly over all Borel subsets \( B \) of \( \mathbb{R}^s \) one has
\[
(2.7) \quad \hat{\xi}_{s,n}(z) dx = \int_{\mathbb{R}^s} dF_n(u) + o(n^{-k/3}),
\]
where
\[
(2.8) \quad F_n(u) = \int_{\mathbb{R}^s} [1 + \sum_{r=1}^{s-2} n^{-r/3} q_r(v)] \hat{\phi}_r(v) dv \quad u \in \mathbb{R}^s.
\]
Also, for all nonnegative integers \( j \)
\[
(2.9) \quad \hat{\xi}_{s,n}(z) dx = \int_{\mathbb{R}^s} u^j dF_n(u) + o(n^{-k/3}),
\]
\[
(2.10) \quad \hat{h}_{s-1}(z) \hat{\xi}_{s,n}(z) dx = \int_{\mathbb{R}^s} u^j dF_n(u) + o(n^{-k/3}).
\]

**Proof.** By the change of variables \( x = T_{s-1}^{-1} T(z) \), the first integral in (2.8), when restricted to the set \( M_n \), becomes
\[
(2.11) \quad \int_{\{h_{s-1}(z) \in B \cap T_{s-1}^{-1}(M_n) \}} \hat{\xi}_{s,n}(T_{s-1}^{-1} T(z))[l_k / D_k g_n(T_{s-1}^{-1} T(z))] dx.
\]
Now the elements of the Jacobian matrix of \( T(z) \) and those of the inverse of this matrix, as well as their derivatives of orders \( s - 1 \) and less, are bounded on \( M_n \) by constants independent of \( n \). Hence a Taylor expansion yields
\[
(2.12) \quad (T_{s-1}^{-1} T(z))^k - x^k = (T_{s-1}^{-1} T_1(x))^k - (T_{s-1}^{-1} T(x))^k
\]
\[
= \sum_{r=1}^{s-2} n^{-r/3} p_s(x) + R(|x|) \cdot o(n^{-k/3}),
\]
where \( p_r \)'s are polynomials in \( k \) variables and \( R \) is a polynomial in one variable whose coefficients do not depend on \( n \); and the factor \( o(n^{-\varepsilon-2/3}) \) does not involve \( x \). Using (2.12) and the fact that \((T^{-1}T_i(x))^{(i)} = x^{(i)}\) for \( 1 \leq i \leq k - 1 \), one reduces (2.11) to

\[
\int_{B \in B \cap T^{-1}T_i(M_n)} [1 + \sum_{r=1}^{n-\varepsilon-2/3} n^{-r/3} p_r(x)] \phi_r(x) \, dx + o(n^{-\varepsilon-2/3}) \tag{2.13}
\]

where \( p_r \)'s are polynomials (in \( k \) variables) whose coefficients do not depend on \( n \). Since \( T_i^{-1}T(M_n) \supset \{|x| < ((\gamma - \frac{\varepsilon}{2}) \Lambda \log n)\} \) if \( n > n_0 \), (2.13) reduces to

\[
\int_{(h_1(x) \in B)} [1 + \sum_{r=1}^{n-\varepsilon-2/3} n^{-r/3} p_r(x)] \phi_r(x) \, dx + o(n^{-\varepsilon-2/3}) \tag{2.13}
\]

Recall that \( h_i(x) = \sum l_j x^{(j)} = \langle l, x \rangle \) and write

\[
G_n(u) = \int_{\langle l, x \rangle \in R^1} [1 + \sum_{r=1}^{n-\varepsilon-2/3} n^{-r/3} p_r(x)] \phi_r(x) \, dx \quad u \in R^1.
\]

The Fourier–Stieljes transform of \( G_n \) is

\[
[1 + \sum_{r=1}^{n-\varepsilon-2/3} n^{-r/3} p_r((-i)D)] \phi_r(t) = [1 + \sum_{r=1}^{n-\varepsilon-2/3} n^{-r/3} q_r(iit)] \exp \left\{ \frac{-\sigma^2 t^2}{2} \right\}
\]

where \( q_r \)'s are polynomials (in \( k \) variables) whose coefficients do not depend on \( n \). Define

\[
q_r(v) = \left[ q_r \left( \frac{-d}{dv} \phi_{\sigma^2}(v) \right) \right] \phi_{\sigma^2}(v)
\]

to complete the proof of (2.8). The first relation in (2.10) is proved in the same manner, while the second follows from the first and the inequalities

\[
\sup_{x \in M_n} |g_n(z) - h_{n-1}(x)| \leq d_n n^{-(\varepsilon-1)/2} (\log n)^{\varepsilon/2},
\]

\[
\int_{\{x \in M_n\}} h_{n-1}^2(z) \xi_n(z) \, dz = o(n^{-(\varepsilon-2/3)})
\]

\[ j \geq 0. \quad \square \]

**Proof of Theorem 1.** Let \( Q_n \) denote the distribution of \( n^2(Z - \mu) \) and let \( \Phi_r \) be the \( k \)-variate normal distribution with mean zero and dispersion matrix \( V \). It follows from a recent result of Sweeting (1977), Corollary 3 (also see [4], pages 160–162) that

\[
|Q_n(A) - \Phi_r(A)| \leq c_1 \lambda^{-1} \sigma_3 n^{-\varepsilon} + c_2 \Phi_r((\partial A)^{\varepsilon}),
\]

\[
\varepsilon_n = c_3 \Lambda \lambda^{-1} \rho_3 n^{-\varepsilon} \quad \rho_3 = E[|Z_1|^3].
\]

Here \( \lambda \) is the smallest (and \( \Lambda \) the largest) eigenvalue of \( V \). Fix \( B \in \mathcal{B} \), where \( \mathcal{B} \) satisfies (1.6), and in (2.15) take

\[
A = \{ z \in R^k : g_n(z) \in B \}.
\]

Since \( g_n \) is continuous,

\[
\partial A \subset \{ z \in R^k : g_n(z) \in \partial B \}.
\]

Now if \( z \in (\partial A)^\varepsilon \), then there exists \( z' \) such that \( g_n(z') \in \partial B \) and \( |z - z'| < \varepsilon \). If, in addition, \( z \in M_n \) (see (2.7)), then \(|g_n(z) - g_n(z')| \leq d' \varepsilon \), where \( d' \) is an upper bound of \(|\text{grad} g_n| \) on \( M_n^{\varepsilon} \) (the \( \varepsilon \)-neighborhood of \( M_n \)). Since the \( \Phi_r \)-probability of the complement of \( M_n \) is \( o(n^{-(\varepsilon-2/3)}) \), it follows that

\[
\Phi_r((\partial A)^{\varepsilon}) \leq \Phi_r(\{g_n(z) \in (\partial B)^{\varepsilon}\}) + o(n^{-(\varepsilon-2/3)}) \quad 0 < \varepsilon \leq 1.
\]
VALIDITY OF FORMAL EDGEBWORTH EXPANSION

But by Lemma 2.1 (relation (2.8)) one has

\[
\Phi_z(\{y_n(z) \in (\partial B)^{d^*}\}) = \int_{\{y_n \in (\partial B)^{d^*}\}} \xi_{s,n}(z) \, dz + o(n^{-(s-2)/2})
\]

(2.19)

\[
= \int_{(\partial B)^{d^*}} \phi_{s,n}(v) \, dv + o(n^{-(s-2)/2})
\]

(2.19)

\[
= O(\varepsilon) + o(n^{-(s-2)/2})
\]

if \( \rho_n = E[Z] \) is finite. Taking \( s = 3 \) and using (1.6), (2.18) and (2.19) the right side of (2.15) is estimated as \( O(n^{-1}) \) uniformly over \( \mathcal{B} \). Again use Lemma 2.1, this time for \( B \) itself, to complete the proof of Theorem 1.

PROOF OF THEOREM 2. We first prove part (b) of Theorem 2. From a general result on asymptotic expansion under Cramér’s condition (1.16) (see [4], Corollary 20.2, page 214) and the estimates (2.18), (2.19) it follows that

(2.20)

\[
\sup_{B \in \mathcal{B}} |Q_n(A) - \int_A \xi_{s,n}(z) \, dz| = o(n^{-(s-3)/2})
\]

where \( \mathcal{B} \) satisfies (1.6) and \( A \) is defined by (2.16). Now use Lemma 2.1 to estimate the integral. It remains to identify \( F_n \) and \( \Psi_{s,n} \) (see (1.14)). First assume that \( Z \) is bounded. Since \( W_{n'} = h_{s,n}(n(Z - \mu)) \) is a polynomial in \( n(Z - \mu) \) it follows from the asymptotic expansions of moments of \( Q_n \), i.e., of the derivatives of its characteristic function at zero (see [4], Theorem 9.9, page 77), that

(2.21)

\[
EW_n^{s,j} = \int h_k \xi_{s,n}(z) \, dz + o(n^{-(s-3)/2}) \quad j \geq 0.
\]

By Lemma 2.1 (second relation in (2.10)) one then has

(2.22)

\[
EW_n^{s,j} = \int u^j dF_n(u) + o(n^{-(s-3)/2}) \quad j \geq 0.
\]

On the other hand, the expression (1.12) differs from \( \phi_{s,n} \) by \( o(n^{-(s-3)/2}) \) uniformly on a compact neighborhood of zero, say \( \{|t| \leq 1\} \). Also, according to a result due to James (1955), (1958), and James and Mayne (1962), the cumulants of \( W_{n'} \) satisfy

(2.23)

\[
 \kappa_{j,n} = O(n^{-(j-3)/2}) \quad j \geq 3,
\]

so that, the “approximate cumulants” \( \kappa_{j,n} \) (see (1.11)) satisfy

(2.24)

\[
 \kappa_{j,n} = \kappa_{j,n} + o(n^{-(s-3)/2}) \quad j \geq 1,
\]

taking \( \kappa_{j,n} = 0 \) for \( j > s \). Hence (1.12) differs from the characteristic function of \( W_{n'} \) by \( o(n^{-(s-3)/2}) \) uniformly on \( \{|t| \leq 1\} \). Therefore,

(2.25)

\[
\sup_{|t| \leq 1} |\dot{\phi}_{s,n}(t) - E(\exp[itW_{n'}])| = o(n^{-(s-2)/2}).
\]

By the familiar inequality of Cauchy for derivatives of analytic functions, derivatives of \( \phi_{s,n} \) at zero differ from those of \( E(\exp[itW_{n'}]) \) by \( o(n^{-(s-2)/2}) \), proving

(2.26)

\[
EW_n^{s,j} = \int u^j d\Psi_{s,n}(u) + o(n^{-(s-3)/2}) \quad j \geq 0.
\]

Together (2.22) and (2.26) imply

(2.27)

\[
\int_{-\infty}^{\infty} u^j dF_n(u) = \int_{-\infty}^{\infty} u^j d\Psi_{s,n}(u) = o(n^{-(s-2)/2}) \quad j \geq 0.
\]

Since neither \( F_n \) nor \( \Psi_{s,n} \) involve terms of order \( o(n^{-(s-2)/2}) \),

(2.28)

\[
\int_{-\infty}^{\infty} u^j dF_n(u) = \int_{-\infty}^{\infty} u^j d\Psi_{s,n}(u) \quad j \geq 0.
\]
Now the Fourier–Stieltjes transforms of \( F_n \) and \( \Psi_{s,n} \) are (extendable to) entire functions on the complex plane whose values and derivatives of all orders coincide at the origin. Hence \( F_n = \Psi_{s,n} \), completing the proof of Theorem 2(b) in case \( Z_i \) is bounded. We now proceed with the general case. Recall the polynomials \( \pi_r \) defined by (1.13) and write

\[
\bar{q}_r(v) = \left[ \pi_r \left( -\frac{d}{dv} \right) \phi_s(v) \right] / \phi_s(v) = \text{coeff. of } n^{-r/2} \text{ in } \phi_{s,n}.
\]

Both \( q_r \) and \( \bar{q}_r \) are polynomials in the cumulants of \( Z_i \) of orders \( s \) and less. Denoting the vector of all these cumulants by \( \gamma_s \), write \( q_r(\gamma_s) \), \( \bar{q}_r(\gamma_s) \) to denote this functional dependence. For \( c > 0 \) define the truncated random vector \( Z_{1c} \) to be equal to \( Z_i \) if \( |Z_i| \leq c \) and zero if \( |Z_i| > c \). We can choose \( c \) so large that the characteristic function of \( Z_{1c} \) satisfies Cramér's condition (1.16). Let \( \gamma_{s,c} \) denote the vector of all cumulants of \( Z_{1c} \) of orders \( s \) and less. Since \( Z_{1c} \) is a bounded random vector, \( q_r(\gamma_{s,c}) = \bar{q}_r(\gamma_{s,c}) \). Since \( \gamma_{s,c} \to \gamma_s \), as \( c \to \infty \) (and \( q_r, \bar{q}_r \) are continuous in \( \gamma_s \)), one gets \( q_r(\gamma_s) = \bar{q}_r(\gamma_s) \). Proof of Theorem 2(b) is complete.

In order to prove Theorem 2(a) it is now enough to show that, under the given hypothesis,

\[
\text{Prob} \left( \frac{1}{n^k} (Z - \mu) \in A \right) = \int_A \xi_{s,n}(z) \, dz + o(n^{(s-2)/2})
\]

uniformly over all Borel subsets \( A \) of \( R^k \). By a result of Bikjalis (1968) this will follow if we can show that there exists an integer \( p \) such that \( Z_1 + \cdots + Z_p \) has a nonzero absolutely continuous component with respect to Lebesgue measure on \( R^k \). The following result shows that this is true with \( p = k \).

**Lemma 2.2.** Assume that \( G \) has a nonzero absolutely continuous component (with respect to Lebesgue measure on \( R^m \)) whose density is positive on some open ball \( B \) in which the functions \( f_i \) (1 \( \leq i \leq k \)) are continuously differentiable and in which \( 1, f_1, \ldots, f_k \) are linearly independent as elements of the vector space of continuous functions on \( B \). Then \( Q_1^{k,n} \) has a nonzero absolutely continuous component.

**Proof.** To show that the distribution of \( Z_1 + \cdots + Z_k = (\sum_i^{k} f_i(y_j), \ldots, \sum_i^{k} f_i(y_j)) \) has a nonzero absolutely continuous component under the given hypothesis define the map (on \( R^m \) into \( R^k \))

\[
F(y_1, \ldots, y_k) = (\sum_i^{k} f_i(y_j), \ldots, \sum_i^{k} f_i(y_j))
\]

\[
y_j = (y_j^{(1)}, \ldots, y_j^{(m)}) \in R^m, 1 \leq j \leq k.
\]

The Jacobian matrix of this map will be denoted by \( J_{k,m} \). This matrix may be displayed as \( J_{k,m} = [A_1 A_2 \cdots A_k] \), where \( A_j \) is a \( k \times m \) matrix whose \( i \)-th row is \( (\text{grad } f_i)(y_j) \). Clearly, it is enough to show that \( J_{k,m} \) has rank \( k \) at some \( (y_1, \ldots, y_k) \) with \( y_j \) in the open ball \( B \) for all \( j \). We shall prove this by induction on \( k \) (keeping \( m \) fixed). Suppose then, as induction hypothesis, that \( J_{k-1,m}(a_1, \ldots, a_{k-1}) \) has rank \( k-1 \) for some \( k-1 \geq 1 \) and for some \( (a_1, \ldots, a_{k-1}) \) with \( a_j \) in \( B \) for all \( j \). Note that the submatrix formed by the first \( (k-1) \) rows and
(k_0 - 1)m columns of J_{k_0,m}(a_1, \ldots, a_{k_0-1}, y) is J_{k_0-1,m}(a_1, \ldots, a_{k_0-1}), while its last m columns are given by A_{k_0}(y), and the first (k_0 - 1)m elements of its last row are formed by \grad f_{k_0}(a_1), \ldots, \grad f_{k_0}(a_{k_0-1}).

Let E_1, \ldots, E_{k_0-1} be (k_0 - 1) linearly independent columns among the first (k_0 - 1)m columns of J_{k_0,m} (which exist by the induction hypothesis). Let C_1, C_2, \ldots, C_m be the \(k_0 \times k_0\) submatrices of J_{k_0,m} formed by augmenting E_1, E_2, \ldots, E_{k_0-1} by the first, second, \ldots, mth columns of A_{k_0}(y), respectively. If rank of \(J_{k_0,m}(a_1, \ldots, a_{k_0-1}, y)\) is less than \(k_0\) for all \(y \in B\), then the determinants of C_1, \ldots, C_m must vanish for all \(y \in B\), i.e.,

\[
d_i \frac{\partial f_i(y)}{\partial y_i} + \ldots + d_{k_0} \frac{\partial f_{k_0}(y)}{\partial y_i} = 0 \quad \text{for} \quad i = 1, \ldots, m, \quad \text{and} \quad y \in B.
\]

Here \(d_j\) is \((-1)^j\) times the determinant of the submatrix of J_{k_0,m} comprising the columns E_1, \ldots, E_{k_0-1}, minus the jth row. Since \(d_{k_0} \neq 0\), by induction hypothesis, the above relations are equivalent to saying that the gradient of (the nonzero linear combination) \(\sum_{j=0}^{k_0} d_j f_j(y)\) vanishes identically in \(B\). This means that \(\sum d_j f_j\) is constant on every line segment contained in \(B\); since \(B\) is connected, this means that there exists a number \(d_0\) such that \(\sum_{j=0}^{k_0} d_j f_j(y) = d_0\) for all \(y \in B\) contradicting the hypothesis of linear independence of \(1, f_1, \ldots, f_{k_0}\) in \(B\). Hence there must exist \(a_{k_0}\) in \(B\) such that \(J_{k_0,m}(a_1, \ldots, a_{k_0-1}, a_{k_0})\) has rank \(k_0\). The proof is now completed by noting that the hypothesis of linear independence of \(1, f_1\) in \(B\) implies that \(\grad f_1\) does not vanish identically in \(B\), so that the induction hypothesis is true for \(k_0 - 1 = 1\). \(\square\)

The above lemma improves Lemma 1.4 in [2]. The main idea behind the proof is contained in Dynkin (1951), Theorem 2.

**Proof of Theorem 3.** We shall need an estimate of tail probabilities due to von Bahr (1967). Let \(\{Z_n\}_{n \geq 1}\) be a sequence of i.i.d. random vectors each with mean \(\mu\) and dispersion matrix \(V\). Let \(\Lambda\) denote the largest eigenvalue of \(V\). Then, if \(E|Z|^s < \infty\) for some integer \(s \geq 3\),

\[
(2.31) \quad \text{Prob} \left( |\|n^{-1/2}(Z - \mu)| > (s - 1)\Lambda \log n \right) \leq dn^{-(s-2)/2}(\log n)^{-s/2}
\]

where \(\bar{Z} = n^{-1}(Z_1 + \cdots + Z_n)\), and \(d\) is bounded on any bounded set of values of \(\Lambda\).

Fix \(\theta_0 \in \Theta\). In view of (2.31), the assumptions (A_1)–(A_4) and inequality (1.28) imply that there are constants \(d_1, d_2, d_3\) such that

\[
P_{\theta_0} \left( \left| \frac{1}{n} D_n L_n(\theta_0) \right| > d_1 n^{-1/2}(\log n)^{1/2} \right) \leq d_2 (\log n)^{-s/2} n^{-(s-2)/2},
\]

\[
1 \leq r \leq p,
\]

\[
P_{\theta_0} \left( \left| \frac{1}{n} D_n D_n L_n(\theta_0) - E_{\theta_0} D_n D_n L_n(\theta_0) \right| > d_1 n^{-1/2}(\log n)^{1/2} \right) \leq d_2 (\log n)^{-s/2} n^{-(s-2)/2},
\]

\[
1 \leq |\nu| \leq s - 1,
\]

\[
P_{\theta_0} (|R_n r(\theta)| > |	heta - \theta_0|)(d_1 + d_2 n^{-1/2}(\log n)^{1/2})) \leq d_2 (\log n)^{-s/2} n^{-(s-2)/2},
\]

\[
1 \leq |\nu| \leq s - 1,
\]
Therefore, on a set having $P_{\theta_0}$ probability at least $1 - d(\log n)^{-s/2} n^{-(s-2)/2}$ one may rewrite (1.27) as

\begin{equation}
(\theta - \theta_0) = (I(\theta_0) + \eta_n)^{-1} \left[ \hat{\theta}_n + \sum_{2 \leq |\nu| \leq s-1} \frac{1}{\nu!} (\theta - \theta_0)^{\nu} E_{\theta_0} D^{\nu} D_r L_r(\theta_0) + d_0 |\theta - \theta_0|^{\nu} \epsilon_n \right],
\end{equation}

where $\eta_n$ is a random matrix and $\hat{\theta}_n$ is a random vector each having norm less than $d_0 n^{-1/2} (\log n)^{1/2}$ and $\epsilon_n$ is a random vector of norm less than one. Note that there exists a sufficiently large positive constant $d_0$ and a (nonrandom) integer $n_0$ such that if $n > n_0$ and $|\theta - \theta_0| \leq \frac{d_0 n^{-1/2} (\log n)^{1/2}}{10}$, the right side of (2.33) is less than $d_0 n^{-1/2} (\log n)^{1/2}$. It then follows from the Brouwer fixed point theorem (see Milnor (1965), page 14) applied to the expression on the right side of (2.33) (regarded as a function of $\theta - \theta_0$) that there exists a statistic $\hat{\theta}_n$ such that

\begin{equation}
P_{\theta_0}(|\hat{\theta}_n - \theta_0| < d_0 n^{-1/2} (\log n)^{1/2}, \hat{\theta}_n \text{ solves (1.27)}) \geq 1 - d_0 (\log n)^{-s/2} n^{-(s-2)/2}.
\end{equation}

To obtain an asymptotic expansion of the distribution of $\hat{\theta}_n$, first define

\begin{equation}
f_\nu(y) = D^\nu \log f(y; \theta_0), \quad Z_n^{(\nu)} = f_\nu(Y_n), \quad 1 \leq |\nu| \leq s.
\end{equation}

Consider the random vectors $Z_n = (Z_n^{(\nu)})_{1 \leq |\nu| \leq s}$ whose coordinates are indexed by $\nu$'s. The dimension of $Z_n$ is $k = \sum_{r=1}^{s} \binom{s}{r+1}$. From the definition of $\hat{\theta}_n$ one has, outside a set of probability at most $o(n^{-s/(s-2)})$,

\begin{equation}
0 = \frac{1}{n} D_r L_r(\hat{\theta}_n) = Z_r^{(\nu)} + \sum_{|\nu| = 1}^{s-1} \frac{1}{\nu!} Z_r^{(\nu+1)}(\hat{\theta}_n - \theta_0)^{\nu} + R_{n,r}(\hat{\theta}_n)
\end{equation}

\begin{equation}
1 \leq r \leq p,
\end{equation}

where the $r$th coordinate of $e_r$ is one and other coordinates zero. Now consider the $p$ equations

\begin{equation}
0 = z_r^{(\nu)} + \sum_{|\nu| = 1}^{s-1} \frac{1}{\nu!} z_r^{(\nu+1)}(\theta - \theta_0)^{\nu} = P(\theta, z; r) \quad 1 \leq r \leq p,
\end{equation}

in the $p + k$ variables $\theta, z$. These equations have a solution at $\theta = \theta_0$, $z = \mu$, where $\mu = EZ_z$, i.e.,

\begin{equation}
\mu^{(\nu)} = 0 \quad 1 \leq r \leq p,
\mu^{(\nu)} = E_{\theta_0} D^\nu \log f(Y_1; \theta_0) \quad 2 \leq |\nu| \leq s.
\end{equation}

Also, since $I(\theta_0)$ is nonsingular, the $p$ vectors $(D_r P(\theta_0, \mu; r)), \ldots, (D_p P(\theta_0, \mu; r))$, $1 \leq r \leq p$, are linearly independent. Therefore, by the implicit function theorem, there is a neighborhood $N$ of $\mu$ and $p$ uniquely defined real-valued infinitely differentiable functions $H_i (1 \leq i \leq p)$ on $N$ such that $\theta = H(z)$ is $H(\mu)$. By (2.32), $|Z_r^{(\nu)} + R_{n,r}(\hat{\theta}_n)| < d_0 n^{-1/2} (\log n)^{1/2}$ with $P_{\theta_0}$ probability $1 - o(n^{-s/(s-2)})$. Therefore, by (2.36) and the
uniqueness part of the implicit function theorem, with $P_{\theta_0}$ probability $1 - o(n^{-(s-2)/2})$ one has

$$
\hat{\theta}_n = H(Z') \quad \text{with} \quad Z^{(\nu)} = Z^{(\nu)} \quad \text{for} \quad 2 \leq |\nu| \leq s,
$$

(2.39)

$$
= Z^{(\nu, r)} + R_{\nu, r}(\hat{\theta}_n) \quad \text{for} \quad \nu = e_r,
$$

$$
1 \leq r \leq p.
$$

Therefore, by (2.32) and (2.34), there are constants $d_n$, $d_s$ such that

$$
P_{\theta_0}(n^t[H(Z) - H(\mu)]) = n^t(\hat{\theta}_n - \theta_0) \leq d_n(\log n)^{s/2}n^{-(s-1)/2}
$$

(2.40)

$$
= P_{\theta_0}(|H(Z) - H(\mu)| = |R_{\nu, r}(\hat{\theta}_n)| \leq d_s(\log n)^{s/2}n^{-s/2}
$$

$$
\geq 1 - d_s(\log n)^{s/2}n^{-(s-1)/2}.
$$

In view of (A_9) (and Remark 1.2) Lemma 2.2 applies, so that Theorem 2 yields, for vector $H$ (see Remark 1.1),

$$
P_{\theta_0}(n^t[H(Z) - H(\mu)]) \in \mathcal{B} \Rightarrow \int_B \phi_{s,n}(x) \, dx + o(n^{-(s-2)/2})
$$

(2.41)

uniformly over all Borel sets $\mathcal{B}$. Here $\phi_{s,n}$ is given by (1.18) with $M = I^{-1}(\theta_0)D(\theta_0)I^{-1}(\theta_0)$, where $I(\theta_0)$ and $D(\theta_0)$ are defined by (1.25). This evaluation of $M$ follows from (2.33), (2.36), or, alternatively, from a computation of $
abla H_\nu(\mu)$, $1 \leq r \leq p$, obtained from inverting the Jacobian matrix (at $\theta_0$, $\mu$) of the transformation whose first $p$ coordinate functions are given by the right side of (2.37) and the remaining coordinate functions by $Z^{(\nu)}$, $1 \leq |\nu| \leq s$. Finally, if $\mathcal{B}$ satisfies (1.31), then it is simple to check that

$$
\sup_{B \in \mathcal{B}} \|I(B, \epsilon) \phi_{s,n}(x)\| \, dx \leq d_{10} \epsilon + o(n^{-(s-2)/2}) \quad 0 \leq \epsilon \leq 1.
$$

Relations (2.40)—(2.42), with $\epsilon = d_s(\log n)^{s/2}n^{-(s-1)/2}$, now complete the proof excepting for the uniformity over compacts. By assumptions (A_1)—(A_4), the constants $d_n$, $d_s$, $d_{10}$ are bounded on compact $K$ (since so are $d_1$—$d_4$). The term $o(n^{-(s-2)/2})$ in (2.41) is uniform on compact $K$ for $B \in \mathcal{B}$ due to the uniformity of the error of approximation of the distribution $Q_n$ of $n^t(Z - \mu)$ by its Edgeworth expansion, assuming, without loss of generality (see Remark 1.2), that the dispersion matrix of $Z_1$ is nonsingular. Note that we have only made use of (2.41) uniformly over $\mathcal{B}$. For this it is sufficient (see Theorem 2(b)) that $Z_1$ satisfies Cramér's condition (1.16). Assumptions (A_9) and (A_4) now imply that this condition holds uniformly on compacts $K$ in an appropriate sense (see the first observation in [2] following (1.50), page 11). [1]

There appears to have grown in recent times a considerable amount of applied work, especially in econometrics, on the formal Edgeworth expansion. See, for example, Chambers (1967), Phillips (1977), Sargan (1976), and references contained in these articles. It may be noted that the conditions imposed by Chambers (1967) (Section 2.2) on the characteristic function of the statistic are not sufficient to insure the existence of a valid asymptotic expansion. Besides, such conditions imposed directly on the statistic are extremely hard to verify, at least in the context of the present article.
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