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Abstract

Although hydrophobic interaction is the main contributing factor to the stability of the protein fold, the specificity of the

folding process depends on many directional interactions. An analysis has been carried out on the geometry of interaction

between planar moieties of ten side chains (Phe, Tyr, Trp, His, Arg, Pro, Asp, Glu, Asn and Gln), the aromatic residues

and the sulfide planes (of Met and cystine), and the aromatic residues and the peptide planes within the protein tertiary

structures available in the Protein Data Bank. The occurrence of hydrogen bonds and other nonconventional interactions

such as C–H?p, C–H?O, electrophile–nucleophile interactions involving the planar moieties has been elucidated. The

specific nature of the interactions constraints many of the residue pairs to occur with a fixed sequence difference,

maintaining a sequential order, when located in secondary structural elements, such as a-helices and b-turns. The

importance of many of these interactions (for example, aromatic residues interacting with Pro or cystine sulfur atom) is

revealed by the higher degree of conservation observed for them in protein structures and binding regions. The planar

residues are well represented in the active sites, and the geometry of their interactions does not deviate from the general

distribution. The geometrical relationship between interacting residues provides valuable insights into the process of

protein folding and would be useful for the design of protein molecules and modulation of their binding properties.

r 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Deciphering the mechanism for the coding of protein structures by their amino acid sequence has been the
Holy Grail for the biologists. Natural proteins fold into specific compact structures despite the huge number
of possible configurations. Whereas the burial of hydrophobic groups serves as the primary source of
stabilization energy in the folded structure (Kauzmann, 1959; Dill, 1990), it is important to understand the
extent to which protein conformation is determined by packing interactions within the hydrophobic core
(Behe et al., 1991). The packing density within a protein resembles a crystalline solid rather than oil (Richards,
1974), indicating that the stereospecific packing of amino acid side chains (Richards and Lim, 1994) and the
secondary structures, such as a-helices (Crick, 1953; Harbury et al., 1993)—like pieces of a three-dimensional
jigsaw puzzle—is the key determinant that links a sequence to a given fold. A contrary point of view suggests
that the geometry of side-chain interactions is completely random and that the close packing arises simply on
account of compaction within a constrained volume, like what happens to an ensemble of nuts and bolts in a
jar (Bromberg and Dill, 1994; Liang and Dill, 2001). An analysis by Banerjee et al. (2003) tends to support the
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jigsaw puzzle model as most interactions between buried hydrophobic residues are characterized by high
surface complementarity and a heightened constraint in inter-residue geometry.

Singh and Thornton (1990 and 1992) published an atlas of the 400 (20� 20) normalized contact propensities
of side chain interaction in proteins. They calculated the propensity of contact between residues A and B as the
ratio of the observed frequency (total number of atom–atom contacts between side chains of A and B) and the
expected frequency of contacts (the product of the probabilities of getting any interaction between residue A
and B and the total number of interactions between all 20 side chains). The distribution of the propensities of
the residue pairs suggested that many of them resulted from directional, rather than random packing.
Superposition of all the contacts for a pair in a common frame of reference and calculating the directionality
of the interaction using polar coordinates enumerated the mode of interaction for the pairs. A w2 analysis was
used to indicate any significant preference in the directionality of interaction. However, as results were
reported for individual residue pairs, it was difficult to compare the results for two or more pairs.

Restricting to nine side chains with planar regions, and grouping the residue pairs into categories based on
chemical similarity, Mitchell et al. (1997) found that for some categories the distributions of interplanar angles
are significantly different from the sinusoidal one expected for random packing. In addition to the interplanar
angle, Brocchieri and Karlin (1994) also used two additional angles (y1, y2) determined by the line connecting
the centroids of the two planar groups and each of the two planes, and studied residue pairs in 15 chemical
groups. It is possible to use one y angle when analyzing the orientations of various groups relative to the
residue of a given type taken as the ‘central’ residue (McGaughey et al., 1998). Though the two angular
parameters are insufficient to describe the intermolecular geometry completely (Brocchieri and Karlin, 1994;
Mitchell et al., 1997), they provide an intuitively easy way to compare different pairs of interactions and have
been used to identify structurally meaningful features involving aromatic residues, proline, the sulfide group,
etc. (Samanta et al., 1999; Bhattacharyya and Chakrabarti, 2003; Bhattacharyya et al., 2002, 2003, 2004). In
this article, we carry out an analysis of the geometry of interaction between planar moieties of ten side chains
(Phe, Tyr, Trp, His, Arg, Pro, Asp, Glu, Asn and Gln), the aromatic residues and the sulfide planes (of Met
and cystine), and the aromatic residues and the peptide planes within the protein tertiary structures in an
enlarged data set. As the percentage compositions of Trp, Cys and Met in proteins are on the lower side
(Chakrabarti and Pal, 2001), the use of larger number of structures can allow a meaningful statistical
summary. Moreover, aromatic-backbone interactions have been observed in helical structures in proteins
(Tóth et al., 2004) and the geometry of this interaction is also studied. Most of the residues considered here are
found in side-chain clusters in protein structures (Heringa and Argos, 1991; Karlin and Zhu, 1996; Kannan
and Vishveshwara, 1999). The geometrical relationship and the nature of interactions between side chains help
us to refine our understanding on inter-residue contacts (Gromiha and Selvaraj, 2004) in providing stability to
the native fold.

1.1. Interactions favoring specific orientations

While hydrogen bonding imposes a rather tight geometry between the interacting groups (Baker and
Hubbard 1984; Jeffrey and Saenger, 1991; McDonald and Thornton, 1994), there exist other noncovalent
interactions that also have geometric constraints (Burley and Petsko, 1988) and are thus specific.

1.1.1. Aromatic– aromatic interactions

Since the seminal work of Burley and Petsko (1985), which was put in the right statistical context by
Blundell et al. (1986), a large number of studies have dealt with the subject of aromatic–aromatic interaction in
proteins (Singh and Thornton, 1985; Hunter et al., 1991; McGaughey et al., 1998; Samanta et al., 1999, 2000;
Bhattacharyya et al., 2002, 2003; Thomas et al., 2002a), as well as the interaction of amide and guanidinium
groups with aromatic residues (Burley and Petsko, 1986; Flocco and Mowbray, 1994; Mitchell et al., 1994).
The vast majority of medicinal agents contain aromatic substituents and their differential recognition by
proteins is likely to be facilitated by the noncovalent interactions involving aromatic residues (Gilman et al.,
1993) (Fig. 1), which are thus pivotal to the process of drug design. Interactions between aromatic residues and
nucleic acid bases can play crucial role in protein–DNA recognition (Rooman et al., 2002; Mazza et al., 2002;
Sathyapriya and Vishveshwara, 2004), an example of which is shown in Fig. 2. In addition to interacting with
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Fig. 2. The specificity for the methylated guanosine (in 50 cap structure of RNA) is achieved by sandwiching the base between the aromatic

residues, Tyr20 and Tyr43, in heterodimeric nuclear cap-binding complex (PDB code: 1h2t) (Mazza et al., 2002).

Fig. 1. Interactions involving aromatic residues in the binding of the anti-Alzheimer drug E2020 (in ball and stick) with

acetylcholinesterase from Torpedo californica (PDB code: 1eve). (Kryger et al., 1999). Water molecules have been labeled as W; thin,

solid lines indicate conventional hydrogen bonds and dashed lines represent O–H?p (involving E2020), cation?p (Phe330) and p?p
(Trp84 and Trp279) interactions.

P. Chakrabarti, R. Bhattacharyya / Progress in Biophysics and Molecular Biology 95 (2007) 83–13786
another aromatic ring, an aromatic residue can engage other moieties through X�H?p interactions
(Section 1.1.2) or cation?p interactions (Dougherty, 1996; Ma and Dougherty, 1997) (Fig. 1). The diversity
of these interactions can be exploited to design peptide motifs (Aravinda et al., 2003; Waters, 2004) and
synthetic receptors (Hunter, 1994; Waters, 2002; Meyer et al., 2003). Aromatic clusters have been suggested to
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be a determinant of thermal stability of thermophilic proteins (Kannan and Vishveshwara, 2000) and the
introduction of even a single aromatic–aromatic interaction has been found to increase the apparent melting
temperature (Tm) by 9 1C in the thermal unfolding of a xylanase (Georis et al., 2000). A cluster of aromatic
residues can also be seen near the binding sites of carbohydrates in proteins (Fig. 3).

Because aromatic–aromatic interactions are so prevalent across chemistry and biology, a large body of work
has focused on the preferred mode of binding of the prototype, namely the benzene dimer (Hobza et al., 1994;
Jaffe and Smith, 1996; Chipot et al., 1996; Chelli et al., 2002). The calculated interaction energies of the
parallel, edge–face (T-shaped) and offset stacked are �1.48, �2.46 and �2.48 kcal/mol, respectively (Tsuzuki
et al., 2002), and the major source of attraction is not short-range (such as charge-transfer), but long-range
interactions (quadrupole–quadrupole electrostatic and dispersion) (Hunter and Sanders, 1990; Morozov et al.,
2004). The latter two structures (Fig. 4) are nearly isoenergetic and empirical force field studies indicate that
depending on the magnitude of the partial charges (qH ¼ �qC) one may be favored over the other—small
charges (o0.153) favor offset stacked geometries, whereas large partial charges (40.3) favor edge–face
Fig. 4. Two favored geometries for aromatic–aromatic interactions: (a) edge face and (b) offset stacked.

Fig. 3. Clustering of aromatic residues and a proline in the binding site of maltodextrin-binding protein (PDB code: 1elj) (Evdokimov

et al., 2001). The oligosaccharide is shown in the CPK mode and the C–H?p interactions are shown in dotted lines.
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configuration (Sun and Bernstein, 1996). For flexible organic molecules, edge–face interactions are
energetically favorable in the solid state (where conformational entropy effects are negligible) (Jennings
et al., 2001). Mutating an aromatic pair (the edge of Tyr17 interacting with the face of Tyr13) on the solvent
exposed face in an a-helix of barnase to alanine provided an aromatic–aromatic interaction energy of
�1.3 kcal/mol in the folded protein relative to solvation by water in the unfolded protein (Serrano et al., 1991).
It has been suggested that the perpendicular and the parallel-displaced configurations are more common than
the sandwich geometry as these, especially the former one exposes three aromatic faces to the outside, offering
greater possibility for additional interactions with other groups (Chipot et al., 1996). Thus there may be
differences in the preferential geometry depending on whether the aromatic pairs are isolated or part of higher-
order clusters of aromatic residues. Considering only the former category of interactions in high-resolution
X-ray structures, the off-centered parallel orientation was found to be preferred with 0.5–0.75 kcal/mol higher
stability than the T-shaped structure (McGaughey et al., 1998).

1.1.2. X– H?p interactions

The conventional definition of hydrogen bond, X–H?A, in which both X and A are electronegative atoms
and the distance H?A or even X?A being shorter than the sum of the van der Waals radii, has been
expanded in recent years to include weaker donors, such as the C–H group and acceptors like the p electron
cloud of an aromatic ring (Jeffrey and Saenger, 1991; Desiraju and Steiner, 1999; Nishio et al., 1998). These
nonconventional hydrogen bonds, with the aromatic ring as the acceptor, are observed in benzene–water and
benzene–ammonia dimers (Atwood et al., 1991; Suzuki et al., 1992; Rodham et al., 1993), and are quite
numerous in proteins (Levitt and Perutz, 1988; Pal and Chakrabarti, 1999; Samanta et al., 2000; Steiner and
Koellner, 2001; Brandl et al., 2001; Weiss et al., 2001; Tóth et al., 2001; Bhattacharyya and Chakrabarti,
2003), and taken together may contribute substantially to the overall stability of the structures. About three-
quarters of the Trp rings, half of all Phe and Tyr rings and a quarter of all His rings are involved as acceptors
in C–H?p interactions (Brandl et al., 2001); apart from the larger aromatic surface, the conjugate nature of
the two rings might increase the p-acceptor strength of Trp compared to Tyr and Phe (Steiner and Koellner,
2001). Though N–H?p interaction has been reported with His acting as an acceptor (Vásquez et al., 1998),
the frequency of occurrence of such bonds is low owing to the unsuitability of imidazole ring in this role when
charged. The interactions are also conspicuous at the binding sites of substrates, cofactors (Waksman et al.,
1992; Liu et al., 1993; Chakrabarti and Samanta, 1995; Umezawa and Nishio, 1998, 2005; Matsui et al., 2000;
Sampson and Vrielink, 2003), carbohydrate (Muraki et al., 2000; Jeyaprakash et al., 2002) and DNA
(Umezawa and Nishio, 2002). Though Brandl et al. (2001) did not find any clear trend relating thermostability
of a protein to its overall C–H?p content, Ibrahim and Pattabhi (2004) reported a higher occurrence of
Ca–H?p and Ca–H?O interactions in thermophilic proteins than in the mesophilic counterpart. C–H?p
interaction has been utilized for the design of conformationally restricted peptides for use as inhibitors to
serine proteases (Shimohigashi et al., 1999).

Ab initio calculations indicate that the strengths of O–H?p interactions follow the trend Trp4His4
Tyr�Phe (Scheiner et al., 2002). Computational and NMR studies attribute an energy of 0.88 kcal/mol to
C–H?p hydrogen bond (Takagi et al., 1987; Dasgupta et al., 2007). Electron-rich heteroaromatic rings are
good acceptors and hence X–H?p interactions may play crucial role in the binding of cofactors (Chakrabarti
and Samanta, 1995). Model calculations involving water/ammonia/methane with pyridine (Samanta et al.,
1998) indicate that the maximum stabilization of 2.9, 1.8 and 0.8 kcal/mol, respectively, is obtained when the
X–H group is directly above (shifted slightly towards the ring center when XQC) the ring N; when the
aromatic protons of benzene are involved, a herringbone structure two C–H bonds facing the pyridine ring
can have a stabilization energy of 2.7 kcal/mol.

1.1.3. C– H?O interactions

Another nonconventional hydrogen bond, C–H?O interaction (Taylor and Kennard, 1982; Desiraju,
2002) is weaker as compared to N–H?O and O–H?O hydrogen bonds, but it constitutes 20–25% of the
total number of hydrogen bonds in proteins (Weiss et al., 2001). Though these can provide overall stability to
the structure (Derewenda et al., 1995; Bella and Berman, 1996), these are of particular importance in the
context of the secondary structures, such as b-sheets (Fabiola et al., 1997; Ho and Curmi, 2002), along
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Fig. 5. C–H?O interaction involving the proton at CE1 of histidine (belonging to the catalytic triad, Ser221-His64-Asp32) and the main-

chain carbonyl oxygen atom of Ser125, in subtilisin (PDB code: 2st1) (Bott et al., 1988).
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the main body and the termination of a-helices (Chakrabarti and Chakrabarti, 1998; Babu et al., 2002;
Bhattacharyya and Chakrabarti, 2003; Manikandan and Ramakumar, 2004). These are observed at
protein–protein interfaces (Jiang and Lai, 2002; Saha et al., 2007) and could be relevant in the ligand-binding
sites (Pierce et al., 2002), where the ligands are observed to use their stronger hydrogen bond capabilities for
use with the protein residues, leaving the weaker C–H?O interactions to bind water (Sarkhel and Desiraju,
2004). C–H?O hydrogen bonds involving the Ca protons, especially of Gly, Ser and Thr, are found at the
packing interfaces between transmembrane helices, providing an explanation for the involvement of the
GxxxG motif in the organization of these helices (Senes et al., 2001, 2004). Likewise, Ca–H?O hydrogen
bonds have been found to stabilize the structural segments that are involved in binding cholorophyll
a molecules in photosystem I (Loll et al., 2003). These are also observed in nucleic acid and carbohydrate
structures (Wahl and Sundaralingam, 1997; Ghosh and Bansal, 1999) and are involved in protein–nucleic acid
interactions (Mandel-Gutfreund et al., 1998).

Whereas the acceptor group in X–H?p interactions is an aromatic side chain in proteins, for C–H?O
hydrogen bonds it is usually the peptide carbonyl oxygen atom; the donor could be from the side chain, or the
main chain Ca–H group (Fig. 5). Ab initio calculations indicate that the C–H?O hydrogen bond between
Ca–H groups of amino acids and water molecules is about half as strong as a classical one between two water
molecules (Scheiner et al., 2001). Likewise, a Ca–H?OQC interaction (of energy �2.1 kcal/mol) has been
found to be one-half the strength of the N–H?OQC hydrogen bond (Vargas et al., 2000). A protonated
residue such as HisH+ makes for a very powerful proton donor, such that even its C–H?O hydrogen bonds
are stronger than the conventional bonds formed by neutral groups (Scheiner et al., 2002), and such
interactions are observed in the active sites of serine hydrolases (Derewenda et al., 1994).

1.1.4. Electrophile– nucleophile and S?aromatic interactions

When two nonbonded chemical groups come within the sum of the van der Waals radii of contacting atoms,
certain directional preferences exist depending on the chemical nature and stereochemistry of the contacting
atoms and groups (Bent, 1968; Rosenfield et al., 1977; Dunitz, 1979; Bürgi and Dunitz, 1983; Ramasubbu
et al., 1986). Such intermolecular associations usually result from the interactions of highest occupied
molecular orbital with the lowest unoccupied molecular orbital (HOMO–LUMO) (Fukui et al., 1952). These
have been termed as incipient electrophilic and nucleophilic attack, as the structural parameters relating the
molecular fragments, observed in a large variety of crystalline frameworks, vary in a systematic manner
tracing paths that roughly follow potential energy valleys in the appropriate parameter space (Bürgi and
Dunitz, 1983). The patterns of molecular deformations found in crystal environments mirror the distortion
that the fragments would undergo along a reaction coordinate and can be assumed to represent chemical
reaction paths. For example, in structures having a close contact between the amino group (nucleophile) and
the carbonyl carbon atom (electrophile), the nitrogen atom is always approximately in the bisecting plane of
the 4CQO group, making an angle of about 1071 with the CQO bond (Bürgi et al., 1973). In the realm of
protein structures, such an electrophile–nucleophile pairing has been observed involving the peptide carbonyl
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group and the thiolate anion of the metal-bound cysteine residues (Chakrabarti and Pal, 1997). Free
sulfhydryl groups are also inclined to participate in S?CQO interactions (Pal and Chakrabarti, 1998).

Unlike other protein atoms, it is not easy to characterize S atom as hydrophobic or hydrophilic (Eisenberg
et al., 1989; Pal and Chakrabarti, 2001). If involved in a hydrogen bond, the cysteine –SH group would rather
act as a proton donor (usually to a carbonyl group) than an acceptor (Pal and Chakrabarti, 1998). On the
other hand, Met residues are not adept in forming hydrogen bonds (Gregoret et al., 1991); very few that may
exist do not reveal any particular stereochemical preference, hallmark of all oxygen-containing residues
(Ippolito et al., 1990). Even small molecule structures containing the divalent sulfur show little inclination to
act as hydrogen bond acceptors (Allen et al., 1997), though they are not averse to form direct S?O contacts
(Burling and Goldstein, 1993; Nagao et al., 1998; Iwaoka et al., 2002b). The short nonbonded contacts of the
Y–S–Z (Y, ZQC, N, O or S) group with an atom X fall into two groups: (a) nucleophilic X approaching S in
the Y–S–Z plane along the posterior extensions (Y-S or Z-S) of the two bonds, interpreted as an
X interaction with the LUMO (which is the antibonding orbital of the S–Y or S–Z bond), and (b) electrophilic
X approaching S at angles o401 from the perpendicular to the Y–S–Z plane, interpreted as an X?HOMO
(which is the lone pair orbital on S) interaction (Rosenfield et al., 1977). As the protein structure results from
the optimization of myriads of weak nonbonded interactions, the stereoelectronic requirements around the
S atom may be swamped by the demands of other stronger interactions (Carugo, 1999), but the geometry of
interaction of metal ions (electrophiles) with the Met S (Fig. 6a) (Chakrabarti, 1989) and oxygen atoms
(nucleophile) with the S atom in Met or disulfide groups (Fig. 6b) (Pal and Chakrabarti, 2001; Iwaoka et al.,
2002a; Bhattacharyya et al., 2004) essentially follows the trend observed in small molecule structures.

The stereospecificity of interactions of divalent sulfur (–CH2–S–CH3 and –CH2–S–S–CH2–) in proteins with
the aromatic side chains can be formulated in simple terms—interaction along the edge or the face of the
aromatic ring. Whereas the work by Reid et al. (1985), based on 36 proteins, indicated the former mode of
binding, other studies (Klingler and Brutlag, 1994; Pal and Chakrabarti, 2001) starting with that by Morgan
and McAdon (1980), based on 22 proteins, indicated the latter mode, with S interacting with the p electron
cloud, a remarkable example of which can be seen in lysozyme (Fig. 7). Morgan et al. (1978) provided some
other early examples of chains of S?aromatic interactions. Questions were asked if the aromatic ring could be
considered a nucleophile in its interaction with the S atom, akin to the S?O interaction (Pal and Chakrabarti,
2001; Bhattacharyya et al., 2004). In an aromatic ring, the p electrons are spread out and not localized as in the
Fig. 6. Stereoviews of the interaction of Met sulfur atom with (a) Fe in cytochrome c2 (reduced) (PDB code: 3c2c) (Salemme et al., 1973),

and (b) the main-chain oxygen of arginine kinase (PDB code: 1bg0) (Zhou et al., 1998).
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Fig. 7. A series of S?aromatic interactions in hen egg-white lysozyme (PDB code: 6lyz) (Diamond, 1974). The shortest contact distances

involving S (in Met and cystine) and the aromatic atoms are shown.
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lone pair orbital and hence the directionality of the interaction would be less pronounced. Nevertheless, the
avoidance of the geometries that place the S lone pair orbital on top and facing the p electron cloud is quite
pronounced (Bhattacharyya et al., 2004). The preferred mode of interaction of the –SH group of a free Cys
residue is also along the aromatic face (Pal and Chakrabarti, 1998).

1.2. Planar groups and propensities of residues to interact with each other

It is useful to put the propensities of planar groups to interact with each other in the context of all possible
types of interactions in protein structures (Narayana and Argos, 1984; Karlin et al., 1994; Russell and Barton,
1994; Keskin et al., 1998; Saha et al., 2005). The propensity, PXY of a residue X to be in the environment (defined
to be within a distance of 4.5 Å of any atom) of Y (the central residue) can easily be calculated (Saha and
Chakrabarti, 2006). PXYE1.0 indicates a neutral preference of X to be in the environment of Y; a value 41.0
implies preference to associate;o1.0, to avoid. The propensity values are depicted in Fig. 8; in (a) all the residue
atoms were included in the calculation, whereas in (b) it was restricted to the atoms in the side chains only. As
the features of the side chain distinguish one residue from another, the preferential association (or avoidance)
between residues is much more prominent in Fig. 8b (which has more of blue or red color, from the two ends of
the spectrum, compared to Fig. 8a). The expected associations of side-chain interactions (Karlin et al., 1994)
between oppositely charged residues, two Cys residues and among hydrophobic residues can be seen.

Pro has high propensities to have aromatic side chains in its environment, but avoids or has neutral
preferences to other six planar residues. Association between the same type of residues is strong among
aromatics. Asn has a high propensity to have another Asn or Gln in its environment, but Gln shows
preference only for Asn. Arg, Asn and Gln have high preference to have aromatic side chains, especially Tyr
and Trp, in the neighborhood. It may be mentioned that although in general charged residues avoid like
charges, there are instances when two acidic groups in the protonated state form hydrogen bond to each other
and thereby be in close proximity (Sawyer and James, 1982; Flocco and Mowbray, 1995; Torshin et al., 2003).

Among the aromatic residues, Phe prefers to pair up with another Phe, Tyr is more frequently involved with
a Phe, Trp with Phe, and His with Tyr (the numbers of interactions are available as supplementary material,
Fig. S1), as noted by Thomas et al. (2002a). Indeed, the propensity of His to interact with a planar group is the
highest (1.74) with Tyr, much more than that with a negatively charged residue, Asp (1.10) (Bhattacharyya
et al., 2003). His can be found in varied chemical environment in protein structures, sometimes behaving as an
aromatic residue, or as a metal ligand, and at other times forming salt bridges with acidic groups. As a result,
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Fig. 8. Color-coded representation of propensities of different residues (in columns) to be in the environment of any given residue (row) in

protein structures. In (a) all the atoms in the residue are considered during the calculation of contacts, whereas in (b) it is restricted to the

side-chain atoms only. The equivalence between the propensity values and the color is shown on the right (taken from Saha et al., 2005).
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if one performs an environment-based classification of amino acid residues, His forms a distinct class separate
from all other residue types (Saha et al., 2005).

2. Dataset, methodology and convention

To analyze nonbonded interactions protein structures were taken from the Protein Data Bank (PDB) at the
Research Collaboratory for Structural Bioinformatics (http://www.rcsb.org/pdb/) (Berman et al., 2000). In
total, 1608 protein chains were selected using PISCES (Wang and Dunbrack, 2003) from the PDB files (as of
April 2005) with an R-factorp20%, resolutionp2.0 Å and the sequence identity between any pair of
polypeptide chains p25%. Table S1 (supplementary material) lists the four-lettered PDB codes (in lowercase,
with the chain identifier, if present, appended in uppercase). A pair of residues, X and Y, having a nonbonded
interaction is indicated as X–Y; if any one or both of X and Y stand for an atom then the interaction is
represented by X?Y.

The secondary structural elements were determined using the algorithm (DSSP) (Kabsch and Sander, 1983).
Unless mentioned, all helix types (H, G or I in DSSP notation) were grouped as H, b-strands (E or B) as E and
turns (S or T) as T. Hydrogen bond interactions were identified using the program HBPLUS (McDonald and
Thornton, 1994). Molecular diagrams were generated using MOLMOL (Koradi et al., 1996) and PYMOL
(DeLano, 2002).

To analyze the nonbonded interactions we grouped the planar moieties in two classes. The first group
contains the planar side chains of ten residues: Phe, Tyr, Trp, His, Arg, Pro, Asp, Glu, Asn and Gln, while
the second group contains the sulfur-containing moieties (Met and cystine) along with the aromatic rings.
We also considered the interaction of the peptide moiety with the aromatic rings. It may be mentioned that
the pyrrolidine ring is not strictly planar and has a puckering (Ramachandran et al., 1970; Ashida and
Kakudo, 1974; Pal and Chakrabarti, 1999; Chakrabarti and Pal, 2001); but we considered the least-squares
plane.

Only those residues were considered for which the fractional occupancies of all the atoms defining the
planar moieties—CG onwards for Phe, Tyr, Trp, His, Glu and Gln, CD onwards for Arg, CB onwards for
Asp and Asn, and all the pyrrolidine ring atoms for Pro—were 1.00. IUPAC-IUB Commission on
Biochemical Nomenclature (1970) has described the convention for atom labels.

http://www.rcsb.org/pdb/
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2.1. Selection of the interatomic distance for the identification of the interacting residues

A large number of cut-off values have been used by different workers, usually in the range 5–14 Å, to
describe the environment of different amino acid residues in proteins and in the construction of potentials of
mean force for inter-residue interactions (Narayana and Argos, 1984; Nishikawa and Ooi, 1986; Bahar and
Jernigan, 1997; Baud and Karlin, 1999; Zhang and Kim, 2000). However, as we are interested in identifying
the specific interactions, we have restricted to the limiting values of 4.3 Å for the S?C distance in
S?aromatic interactions and 4.5 Å for the C?C distance for the other interactions for reasons given below.

2.1.1. Aromatic– aromatic or aromatic– aliphatic interactions

McGaughey et al. (1998) analysed Rclo, the closest contact distance between any two aromatic amino acids
with centroid–centroid separation, Rcen less than 12.0 Å in proteins. The distribution (Fig. 9) was found to be
bimodal with a prominent minimum between 4.5 and 5 Å (the distribution of Rcen showed a similar behavior
with a minimum at �7.5 Å). This was interpreted to represent the distance at which the interaction between
the aromatic rings drops below the Boltzman temperature factor (�0.6 kcal/mol at 300K). Inside the
minimum in the distribution there is a binding interaction between the rings, with a sharp peak occurring at
3.8 Å (Thomas et al., 2002a); outside the minimum any direct ring–ring interaction is lost because of random
thermal motion. Thus using residue pairs with Rcloo4.5 Å would reveal any preferential orientations that they
may have in their interactions.

The cutoff distance is just above twice the sum of the lengths of a C–H bond (1.1 Å) and the van der Waals
radius of H (1.1 Å) to take into account possible coordinate errors of protein atoms (Brandl et al., 2001). That
4.5 Å is the optimum distance to be used also comes out from another, rather unrelated study. Samanta et al.
(2002) defined the partner number (PN) of each residue as the number of atoms that are in contact (distance
less than a cut-off distance) with it and found that this was related exponentially to the solvent accessible
surface area (ASA) of the residue. One can then theoretically compute the ASA based on PN and compare the
value with the observed value of ASA. When averaged over the whole protein structure, one finds that the
match between the observed and the calculated values is the best when a cut-off value of 4.5 Å was used to
define PN.

2.1.2. S?aromatic interactions

Bhattacharyya et al. (2004) found out that the threshold distance for the interaction of cystine sulfur atom
with aromatic residues was 4.3 Å, and the method can be discussed in relation to methionine sulfur using the
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Fig. 9. Rclo distribution for 30,444 pairs of aromatic–aromatic amino acid side chains when Rceno12.0 Å, found in 505 proteins; Rclo is the

closest distance between any two atoms in a pair of aromatic residues with a centroid-to-centroid separation, Rcen (taken fromMcGaughey

et al., 1998).
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Fig. 10. The distribution of the density function, r, involving the interaction between methionine S atom and aromatic ring.
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present database. A density function, r can be determined for aromatic atoms found at distances, r ¼ 3.0,
3.1,y, 5.5 Å from the S atom. A shell of width 0.1 Å was assumed at each distance and the number of atoms
(C or N from aromatic side chains) in it was found out (for a residue in contact, even if more than one atoms
satisfied the criterion, only one was accepted). If the outer radius r2 had N2 occurrences and the inner radius r1
had N1, then

r ¼ ðN2 �N1Þ=ð4=3pðr32 � r31ÞÞ.

Met–aromatic interaction shows a sharp peak at about 3.9 Å that reaches a plateau beyond 4.3 Å (Fig. 10),
indicating the specific nature of the interaction within this range. In an analogous manner, though using the
ring-centroid-to-sulfur separation (instead of the closest atom–atom contact), Zauhar et al. (2000) found a
local maximum at about 5.0 Å in the distribution of the distance that was absent in a control distribution.

2.2. Relative orientations involving ten planar groups

For the calculation of the geometry between the planar groups, their centroids were first determined
(the center of mass of the five- or six-membered ring for Pro, His, Phe and Tyr, the mid-point of CD2 and CE2
atoms for Trp, the position of CZ for Arg, CG for Asp and Asn, and CD for Glu and Gln). A molecular axial
system was defined with the origin at the centroid and the z-axis along the normal to that plane. The
interplanar angle, P and the angle y, made between the z-axis and the line joining the centroid of the second
group to the origin of the first were computed (Fig. 11a). For each interaction, the geometry was placed in one
of the nine grid elements (each spanning a range of 301 along P and y). We used the same schematic
representation as given in Bhattacharyya et al. (2002) to indicate the relative orientation of the second planar
group with respect to the first at the nine grid elements (Fig. 11b). Each relative orientation is designated by a
two-letter code (ff, ot, ef, etc.). The first letter indicates if the planar group of the first (or the so-called central)
residue in a pair is interacting with its face (f), edge (e) or has the centroid of the second group (or the partner)
in an intermediate (offset or o) position. The second letter indicates if the planar group of the second residue is
tilted (t) with respect to the first or has its face (f) or edge (e) pointing towards the first. If Oij is the observed
frequency of occurrence in the grid element corresponding to the ith row and jth column (i and j varying from
1 to 3), the corresponding expected value (Eij) can be calculated as the product of the sum of the observed
numbers in the elements in the ith row and that in the jth column, divided by the total number of observations
in all the nine grid elements (Samanta et al., 1999).

The above classification of geometries also corresponds to other nomenclature of aromatic–aromatic
interactions (Singh and Thornton, 1985). The ff, of and ee orientations are equivalent to fully stacked,
staggered stacking and parallel in-plane interactions, respectively; ft, ot and et orientations to the tilted
interactions; fe and ef to edge-to-face or T-shaped geometry, and oe to the cogwheel or L-shaped geometry.

2.2.1. Identification of X– H?p interactions

For an aromatic–Pro or aromatic–aromatic contact, the existence of C/N–H?p interaction (with the
C/N–H donor located on the central residue and the p electron system on the partner residue) was found out.
First, hydrogen atoms are added to the residues using REDUCE (Word et al., 1999). Next we calculated an
angle, f, made between the line joining the centroid (Arcen) of the aromatic ring (partner) to the atom, P, of
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Fig. 11. (a) Definitions of P, the angle between the planes (represented by hexagons), and y, the angle between the normal to the plane of

the central residue and the direction linking its centre to that of the partner residue. (b) Schematic representation and their nomenclature

for the relative orientations of the planes corresponding to various combinations of P and y values (in degrees). Lines signify the planes

(the thicker one for the central residue and the thinner one for the partner) edge-on. (c) Parameters (angles f and P–H?Arcen) for the

definition of X–H?p interaction; P is the C/N atom in an aromatic or Pro ring having the shortest contact with the partner aromatic ring,

whose centroid is Arcen.
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the central residue with the shortest contact and the z-axis along the normal to the plane of the partner
(Fig. 11c) (Steiner and Koellner, 2001; Bhattacharyya and Chakrabarti, 2003). If this angle is p301 and the
angle centered at the hydrogen atom, +P–H?Arcen is X1201, we assumed it to be a C–H?p interaction. If
either ND1 or NE1 or NE2 is in shortest contact with aromatic ring, the interaction is assumed to a N–H?p
interaction. As they are not bonded to any hydrogen atom, if N of Pro, CG of Phe, CG, CZ of Tyr, CG, CD2,
CE2 of Trp and CG of His are in shortest contact, the atom with the next shortest contact is used to check for
C/N–H?p interaction.

2.3. Orientation of the sulfide plane (of Met or cystine) relative to an aromatic ring

Disulfide bonds were identified using a cut-off distance of 2.3 Å between the SG atoms of two Cys residues.
Only those Cys, Met and aromatic residues were considered for which the fractional occupancies of all atoms
of Cys and Met and all ring atoms of aromatic residues were 1.00 and temperature (or B) factors of SG (Cys)
and SD (Met) were p30 Å2.

For the calculation of the geometry, the centroid (defined in Section 2.2) of the aromatic residue was first
determined. A molecular axial system was defined with the origin at the centroid and the z-axis along the
normal to the aromatic plane. The interplanar angle, P and the angle y, made between the z-axis and the line
joining the centroid of the aromatic residue to SG (for half cystine) or SD (for Met) were computed (Fig. 12a).
For each interaction, the geometry was placed in one of the elements in a 3� 3 grid (each element spanning a
range of 301 along P and y) (Fig. 12b). Each relative orientation is designated by a two-letter code (fp, ot, en,
etc.). The first letter indicates if the aromatic residue is interacting with its face (f), or the SG of half cystine/SD
of Met is near its edge (e) or located in an intermediate (offset or o) position. The second letter denotes if the
sulfide plane (passing through CB–SG–SG0 of cystine and CG–SD–CE of Met) is normal (n) or parallel (p) to
the aromatic ring or has a tilted (t) orientation. These designations (the second letter, in particular) are slightly
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Fig. 12. (a) Parameters (P and y) describing the orientation of the disulfide plane (defined by the SG atom having the contact and its two

bonded neighbors) relative to the aromatic ring. The two normals passing through the aromatic centroid and the SG atom of the disulfide

plane are shown. The interplanar angle, P is the angle between the two vectors; y is the angle between the normal to the aromatic ring and

its center to SG direction. For the calculation involving a Met residue, the atoms CG, SD and CE would define the plane. (b) Schematic

representations for orientations corresponding to various combinations of P and y values (in degrees). Lines signify planes (the longer one

for the aromatic ring and the shorter one for the sulfide plane and the dot represents the S atom in contact) perpendicular to the paper.
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different from those given in Fig. 11b, as here the focal point is the sulfur atom, rather than the whole plane.
The expected values in grid elements were calculated as given in Section 2.2.

2.4. Aromatic– peptide interaction

For each aromatic residue, the contact with the main- and the side-chain atoms of all residues (taken
consecutively) was found out. Any residue having a contact with the side chain was excluded. If the aromatic
ring is within 4.5 Å of any main chain atom of a qualifying residue (at position i), then depending on the atom
involved (N or CA in one case, and CA, C or O in another), the peptide group was constructed with the atoms
in the preceding or the following residue. As CA (used synonymously as Ca) is at the intersection of two
peptide groups, it is important to identify which of the two groups should be considered as interacting with the
aromatic ring. To resolve this, the numbers of atoms of both the peptide groups within 4.5 Å of the aromatic
ring were found out. The peptide plane with the greater number of interactions was accepted. However, if the
numbers turned out to be equal (which happened in only a few cases) this interaction was excluded. The atom
of the peptide group having the shortest contact distance was used for finding out the presence of any specific
type of interaction. Once the (i, i+1) peptide group had been identified as interacting, the calculation was
repeated starting with the residue i+2.

To analyze the geometry of interaction between peptide and aromatic planes, the centroid of peptide plane
was taken as the mid point of C and N atoms. The interplanar angle, P and the angle, y were determined for
the orientation of the peptide group relative to the aromatic ring, as given in Section 2.2. We have checked
whether the interaction can be categorized into N/Ca–H?p and C–H?O based on the type of atom of the
peptide plane that has the shortest contact with the aromatic ring. For the former, N or CA of the peptide
group is the proton donor, while it is the aromatic group in the latter. For the C–H?O interaction, the
distance between any carbon atom of the aromatic ring and the peptide oxygen atom is o4.0 Å and the
+C–H?O centered at the hydrogen atom X1201.

2.5. Limitations of defining the relative orientations using only two angular parameters

When the two rings are at 901, a rotation about the vertical axis passing through the partner ring does not
change the values of P and y, although the relative orientations may be altered. As a result, two further
limiting orientations are shown in two extra boxes at the top of Fig. 13a. These are designated as OE and EE,
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Fig. 13. (a) Two distinct alternatives of the orientations of the partner group (shown as a hexagon) when P is in the range 60–901,

combined with y ¼ 30–601 or 60–901. The relative orientation of ot as observed in (b) 1a4y and (c) 1a8e, shown in stereo.
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to distinguish them from oe and ee, which correspond to other geometries in Fig. 11b. It is not possible to
uniquely represent the orientation using the two parameters, though it may be possible to resolve the
ambiguity in an indirect way (Bhattacharyya et al., 2003), which however has not been attempted here.

Even in other grid elements, a particular interplanar angle does not fix the geometry precisely. For example,
the relative orientation of ot is shown in two cases in Fig. 13b and c. In the first case, the partner ring
points towards the extension of the central plane and the projection of the former falling on top of the latter.
However, in the second case, the partner is pointing towards the face, but the projection lies beyond
the central residue. It may be possible to distinguish between the two possibilities depending on the
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occurrence of X–H?p interaction. However, this distinction is not done and ot is used to indicate both the
configurations.

3. Pairwise geometries and salient features

The percentage of hydrogen bond interactions among contacts between residues that are capable of forming
hydrogen bonds is provided in Table 1, and is quite similar to the one reported by Mitchell et al. (1997). A
protonated His can only act as hydrogen bond donor, as are Arg and Trp. The fact that there are examples of
Trp–His, Arg–His and His–His hydrogen bonds (3–11%) indicates that all His residues are not protonated.
Hydrogen bond between larger residues is quite low in occurrence (4% for Tyr–Tyr/Trp). Salt bridges
involving Arg-Asp/Glu make these pairs exhibit the highest percentage of hydrogen bonds (57%); when the
acid is replaced by the amide group the percentage drops down to 23%. About 34% of the contacts involving
His or Tyr and an acidic group are through hydrogen bonds.

The distribution of relative orientations in different residue pairs, along with the percentage of hydrogen
bonds and C/N–H?p interactions (involving only Pro/aromatic–aromatic pairs) in different orientations are
given in Fig. S1 as supplementary material and a selected few are presented in Fig. 14 for the discussion of the
general features below. It may be mentioned that a small sequence difference between the interacting residues
may influence the relative geometry (Bhattacharyya et al., 2002; Bhattacharyya and Chakrabarti, 2003;
Thomas et al., 2002b; Meurisse et al., 2003, 2004). However, most of the interactions, especially involving
aromatic residues are long-range (Section 4) and any effect of local steric constraints should not mask the
overall trend that is under consideration here.
Table 1

Percentage of contacts that are hydrogen bonded

Interacting pair No. of interactions Fraction hydrogen-bonded

Tyr–Tyr 3516 0.04

Tyr–Trp 2084 0.04

Tyr–His 1893 0.16

Tyr–Arg 3566 0.11

Tyr–Asp 3347 0.34

Tyr–Glu 3270 0.33

Tyr–Asn 2669 0.14

Tyr–Gln 2180 0.15

Trp–His 952 0.03

Trp–Asp 1410 0.19

Trp–Glu 1570 0.21

Trp–Asn 1325 0.07

Trp–Gln 1291 0.08

His–His 1668 0.11

His–Arg 1709 0.07

His–Asp 2610 0.36

His–Glu 2269 0.34

His–Asn 1416 0.13

His–Gln 1083 0.14

Arg–Asp 7204 0.58

Arg–Glu 7868 0.56

Arg–Asn 2874 0.22

Arg–Gln 2480 0.24

Asp–Asn 3996 0.21

Asp–Gln 2449 0.27

Glu–Asn 2897 0.20

Glu–Gln 2223 0.25

Asn–Asn 3646 0.21

Asn–Gln 2213 0.23

Gln–Gln 1684 0.26
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3.1. Aromatic– aromatic (Fig. 14a– f)

A wide variety of conformations spanning over all the 9 grid elements are observed, though the
regions that are electrostatically unfavorable are sparsely populated (Hunter et al., 1991). Broadly, of and ef

(Fig. 24a) are preferred, as has been indicated by most of the earlier studies (Section 1.1.1). However,
there are subtle differences between individual residues. For His-His, it is ff instead of of, and metal
binding (Section 6) can also change the geometry (Bhattacharyya et al. 2003). Neither ff nor of is favored for
Trp-Trp pairs (Samanta et al., 1999). For the Phe-Tyr pair, the preferential interaction is between the edge of
Phe with the face of Tyr. About 30% of all unique aromatic–aromatic contacts also form C/N–H?p
interactions.
Fig. 14. The distribution of the geometry of a few selected pairs of residues, extracted from the complete set provided as supplementary

material (Fig. S1). The name of the central residue, followed by that of the partner is given on top. The numbers in each grid element are

the observed number, C/N–H?p interactions (calculated only for aromatic–aromatic and Pro–aromatic pairs, and with the central

residue acting as the donor), hydrogen bonds and the expected number (in parentheses). On top of each grid, the total numbers of the first

three quantities are provided (in parentheses), along with the rmsd (s) value [in square bracket] for the difference between the observed and

calculated values over the nine grid elements. The boxes in which the observed number exceeds the expected number by 1s are shaded and

where it is less is indicated with perforated border. If a particular interaction is absent (or is not calculated, as for example, C/N–H?p
interactions between residues other than Pro and aromatic), a hyphen is put in place of the corresponding number.
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Fig. 14. (Continued)
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Fig. 14. (Continued)
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3.2. Arg– aromatic (Fig. 14g– j)

Preferred orientations are ff (of with Trp) and ef. With Tyr and His, 81% of the hydrogen-bonded cases are
observed with grid elements in the right column. It has been suggested that a parallel stacking arrangement of
the guanidinium group directly over the center of the rings of aromatic side chains serves to orient the Arg side
chain without interfering with its ability to form hydrogen bonds elsewhere; in a survey, 34% of proteins were
found to contain at least one example of this type of interaction (Flocco and Mowbray, 1994). However, in the
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ef orientation there is the possibility of the formation of N–H?p interactions (Mitchell et al., 1994; Steiner
and Koellner, 2001) and some of these are important functionally (Waksman et al., 1992).

3.3. Pro– aromatic (Fig. 14k and l)

As with Arg–aromatic, the preferred geometries are ff (Fig. 20j) and ef; 40% in the former and 15% in the
latter participate in C–H?p interactions, thus providing an explanation for the higher preference for these
two geometries (Bhattacharyya and Chakrabarti, 2003). Neighboring grid elements can also support C–H?p
interactions (Fig. 23b), and for His ot is also a preferred geometry.

3.4. Acid– aromatic (Fig. 14m– p)

Relative to the acidic group et is the most common pattern of interaction for the aromatic residue. With
Tyr, Trp and His, 67% of hydrogen bond interactions occur with geometries in a grid element in the right
column. It may be noted that being linked by hydrogen bond does not necessarily constraint the two groups
(for example, Asp and His) to be coplanar (geometry ee) (Bhattacharyya et al., 2003).

3.5. Amide– aromatic (Fig. 14q– t)

ff is the most common geometry, with ef being the next propitious. The stacked geometry has been found to
outnumber orientations leading to N–H?p interactions by around 2.5:1 (Mitchell et al., 1994; Samanta et al.,
2000—these publications, however, consider the amino groups of Asn, Gln, His, Trp and Arg side chains
together). Ab initio calculations (Duan et al., 2000), performed on the benzene–formamide complex to model
the aromatic–amide interaction, revealed a significant stabilization energy of �4.0 kcal/mol, with two
energetically similar conformations—the parallel stacking and the perpendicular, T-shaped geometry with the
N–H?p interaction (Fig. 20a). Molecular mechanics calculations have shown that when all the hydrogen
bonding potential of an amide group is satisfied by surrounding solvents, the stacked geometry is preferred;
however, in the absence of the solvent, the amide group being perpendicular to the aromatic ring is favored
(Worth and Wade, 1995). As in acid–aromatic category, 72% of hydrogen bond interactions occur in
geometries belonging to the right column; however, ee geometry is observed in less than expected numbers.

3.6. Acid– acid (Fig. 14v)

oe and et seem to have the preference (Fig. 25m, Table 3). It is to be noted that while Flocco and Mowbray
(1995) considered the acidic pairs in which two oxygen atoms are in close contact, here the contact is not
limited to oxygen atoms only, and interactions mediated by metal binding are also included.

3.7. Acid– Arg (Fig. 14u)

ee is preferred and 80% of contacts with this geometry are hydrogen bonded. The oe geometry with the two
planes nearly perpendicular to each other (Fig. 20b) is also observed more than expected, but here only 48% of
the contacts are hydrogen bonded. The in-plane ee geometry is expected when two atoms are involved from
each side in the formation of the salt bridge; however, even when the interaction is of the type single
oxygen–single nitrogen, which is of the most frequent occurrence, there is a preference to lie in the plane
(Mitchell et al., 1992; Singh et al., 1987).

3.8. Amide– Arg (Fig. 14w)

ff is now preferred. Unlike 80% of contacts occurring in ee grid being hydrogen bonded for acid–Arg, it is
only 36% for amide–Arg (Fig. 20c) (in general, a lower percentage of amides, as compared to acids are
hydrogen bonded to Arg—Table 1). This makes the pair neutral towards this geometry.
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With reference to Fig. S1, it can be seen that the preference is ff for Arg–Arg, Arg–Pro and amide–amide, ef

for Pro–Pro, and ff and ef for Pro–Asp/Asn. The four residues belonging to acid–amide pair show a diverse
range of geometries when interacting among themselves (Fig. 20d and e).

3.9. Pro– Glu/Gln (Fig. 14x)

The preference for ff that was observed with Pro–Asp/Asn is shifted to a more tilted geometry ft (Fig. 20g)
with Glu/Gln. The other preference for ef remains the same.

3.10. Aromatic– Met (Fig. 15a)

There appears to be two preferred orientations of the CG–SD–CE plane in Met relative to an aromatic ring,
one being op, the other being et (Fig. 21a) or en. The real distribution of the sulfide planes in Met relative to
the His ring is shown in Fig. 16 (about one-third of the contacts involve ring N atoms), so that one can have an
idea how this translates into the distribution of geometries in Fig. 15. There have been conflicting results on
the preference of interaction of S with the face (Morgan et al., 1978; Pal and Chakrabarti, 2001) or the edge
(Reid et al., 1985; Iwaoka et al., 2002a). Yet another study suggested that the preference of S to interact at a
significant angle of elevation above the plane of the ring in proteins gets changed to a position in the plane in
small molecule structures (though most of the latter structures have S as part of a ring and is thus not directly
comparable to the situation in proteins) (Zauhar et al., 2000). Usually, these observations were based on the
analysis of the polar angle y only. Use of two parameters provides a better representation of the orientation: et

(or en) indicates an interaction closer to the ring edge, and op indicates an interaction with the face, but
displaced from the center. The preferred orientations seem to have the sulfur lone pairs directed away from the
ring centroid (Bhattacharyya et al., 2004).

3.11. Aromatic– cystine (Fig. 15b)

The interaction between the disulfide plane CB–SG–SG0 and the aromatic ring essentially follows the
pattern of aromatic–Met interactions (Fig. 21b and c). The earlier analysis (Bhattacharyya et al., 2004)
reported a similar finding and indicated that of all the aromatic residues Trp has the highest propensity of
interactions. 94% of the disulfide bonds were found to have direct S?O contacts with carbonyl oxygens, an
interaction that would be competing to retain its own geometry in the environment of the divalent sulfur.
Despite this, the consistency of the geometry observed for S?aromatic interactions is quite remarkable.

Expanding on the theme of sulfur interactions, we found out if S?S contacts are important when two Met
residues interact, and found that out of 530 cases of Met–Met interactions in 32 cases the two sulfur atoms are
within 4.5 Å. Such interactions may also follow well-defined geometry (Iwaoka et al., 2002a).

3.12. Aromatic– peptide interactions

The preferred orientations (Fig. 17a–d) are quite similar (of and ef) to those found with aromatic–aromatic
interactions—however, for both His–peptide and His–His ff, rather than of, is observed. A large percentage of
the contacts are associated with N–H?p, C–H?p interactions, C–H?O and conventional hydrogen bonds
(Fig. 22). Of the total contacts, 2.4% are of the type X–H?p (X–H located in the peptide group), 32.7% are
C–H?O (C–H located in the aromatic ring) and 6.8% are hydrogen bonds. Steiner and Koellner (2001)
observed that the peptide N–H and Ca–H groups are involved in X–H?p interactions in frequencies 0.17 and
1%, respectively. Thus the C–H?O interaction is the most favored interaction and indeed in general the
oxygen atoms, including those of the solvent molecules, are found in the periphery of aromatic rings (Thomas
et al., 1982; Gould et al., 1985; Singh and Thornton, 1990; Flanagan et al., 1995; Samanta et al., 2000).

Of all the residues, Gly is the one having the closest contact of a main-chain atom with an aromatic ring
(Fig. 17e). Gly has been found to be a predominant contributor to both C–H?O and C–H?p interactions,
brought about by the presence of two hydrogens at the Ca atom (Brandl et al., 2001; Ibrahim and Pattabhi,
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Fig. 15. (a) The observed and the expected (in parentheses) numbers in grid elements corresponding to different geometrical orientations

of the CG–SD–CE planar moiety of Met relative to the aromatic rings. (b) Same as in (a), but for the CB–SG–SG0 plane of the disulfide

group. For other details see the legend to Fig. 14.
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2004) and the closer approach that is possible between peptide and aromatic planes in the absence of a side
chain.

4. Sequence difference between interacting residues

The short- and long-range natures of aromatic–aromatic interactions have been studied (Thomas et al.,
2002a, b; Bhattacharyya et al., 2003; Meurisse et al., 2003, 2004)—the former generally contributing to the
stability of the secondary structure and the latter holding the tertiary structure together. Fig. 18 provides the
distribution of the sequence differences of the interacting pairs; cases with jDjp5 can be considered to
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Fig. 16. Stereoview of the scatter plot showing the disposition of different Met thioether groups around the His ring.
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represent short-range interactions. Combining both 7D regions, 60–80% of all interactions involving the
aromatic residues are long range. This number is much smaller (30–45%) for the interactions of Asp with acid/
amide side chains and Pro, and increases somewhat (40–50%) for the longer residue, Glu. Asn and Gln exhibit
patterns similar to Asp and Glu. Thus Pro, Asp and Asn contribute relatively more towards local structures.
The long-range interactions involving aromatic pairs mainly bridge two b-strands, followed in preference by a
bridge between a b-strand and a helix, and then between a b-strand and a non-regular region (Thomas et al.,
2002a).

For each pair of residues interacting in the short range, the preferred secondary structure at a given D value
is provided in Table 2, which can be used to understand the location in secondary structures that causes the
occurrence of the shaded bars (when a bar on one side is distinctly longer than the equivalent bar on the other
side) in Fig. 18. Location in an a-helix is the most dominant secondary structural motif (43% of the cases) for
Phe/Tyr/Trp–His pair with D ¼ 4. Residues in i, i+4 positions in a helix may interact, but the specific
interactions can take place only when a given pair of residues are in a particular order and would be lost if the
residues are interchanged (Fig. 24c). The order seen in two other pairs is aromatic–Arg (63% of the cases of
D ¼ 4 are in helices), aromatic–amide (58%, especially involving Tyr/Trp and Gln) (Fig. 20a). The contact
between aromatic and Arg side chains has been attributed to cation–p interaction, for which there is a strong
bias toward Trp among the aromatics and for Arg (rather than Lys) as a cationic side chain (Gallivan and
Dougherty, 1999). However, the stabilizing effect, leading to increased helicity of model peptide with the
(i, i+4) placement of aromatic–polar pair (Tsou et al., 2002), can also result from the hydrophobic contacts
between the aromatic ring and the CH2 groups of the cationic side chain (Andrew et al., 2002).

Instead of four, a sequence difference of three is also observed in helices and two sequential pairs are
acid–Arg (68%) (Fig. 20b) and amide–Arg (63%) (Fig. 20c). A salt bridge can be formed when an acidic and a
basic group are on the same face of the helix, three or four residues away (Barlow and Thornton, 1983; Kumar
and Nussinov, 1999; Musafia et al., 1995). Interestingly however, with D ¼ 4 the order in which the two
residues occur is immaterial. But with D ¼ 3, the acid/amide group is located first. Being in adjacent positions,
the Arg–aromatic sequence is found in helices 46% of the time.

Two acidic groups can occur in helices (amphipathic ones, in particular) with D ¼ 1 and 3. Whereas
Glu–Glu is found with both the D values, when Asp is associated with Glu and D ¼ 3, the order is Asp–Glu.
Likewise, when there is a Gln in place of Glu, the same order is observed (Fig. 20d). Pro–Arg/amide with
D ¼ 3 can occur near the N-terminal end of helices. Pro–acid with D ¼ 2 or 3 can connect a Pro occurring
before the start of a helix to an acid group in the helix.

Acid and amide side chains can be in a-helices separated by three or four residues and there can be hydrogen
bond linking them (Fig. 20e and f); however, the existence of any specific order of the residue type is not
apparent. This is because with these residue pairs, a residue at position i can act as both proton donor, as well
as acceptor (and likewise at position i+1). A free energy of interaction of �1.0 kcal/mol is observed for a
hydrogen bond in the Gln–aspartate (i, i+4) pair in peptide helices (Huyghues-Despointes et al., 1995). For
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Fig. 17. (a)–(d) The distribution of the peptide groups in different orientations relative to the four aromatic residues. Various features are

explained in the legend to Fig. 14. Following the name of the central residue, the numbers in parentheses are: the observed number, and the

interactions of types N–H?p, C–H?p, C–H?O and N–H?O hydrogen bond. (The X–H group in the first two interactions is located

on the peptide group, and on the aromatic ring for the third.) (e) Amino acid distribution—for the residues in a peptide group having the

shortest contact (involving a main-chain atom) with an aromatic ring—shown as the percentage composition (left vertical axis) and

propensity values (right axis); the latter values were obtained by dividing the observed percentage composition by the overall percentage

composition of residues in a database (Chakrabarti and Pal, 2001).

P. Chakrabarti, R. Bhattacharyya / Progress in Biophysics and Molecular Biology 95 (2007) 83–137106
a Gln–Asn pair at the same spacing the experimental value is between �0.4 and �0.7 kcal/mol (Stapley and
Doig, 1997).

Compared to helices, the b-strands do not exhibit much asymmetry in the sequence difference of the
interacting residues. Amide–aromatic (especially, Asn–Phe) with D ¼ 2 (Fig. 20h) is found in b-strands 32%
cases. Amide–Arg with D ¼ 2 has similar features. As b-turns involve only short stretches of residues, only
pairs with D ¼ 1 can show any asymmetry, which can be explained by the residue preference at the four
positions i to i+3 in different turn types (Hutchinson and Thornton, 1994). The sequence His–Pro is favored
at the first two positions of type I b-turn as this allows the two rings to stack with the possibility of formation
of C–H?p interactions, with the His simultaneously acting as a hydrogen bond acceptor from the backbone
NH group at position i+2 in the turn (Fig. 20i) (Bhattacharyya and Chakrabarti, 2003). Pro is the most
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favored residue at the i+1 position of type I b-turn; an Asp or Asn can be at position i and an aromatic
residue, such as His can occupy i+2 (Fig. 20j). While the sequence Asp–Pro is very conspicuous at the first
two positions of type I b-turns, Pro–Asp is also found in such turns (68%) with Asp occurring at i+2
Fig. 18. (a)–(j) Histogram of sequence differences, D (planar-X, where X is the residue under consideration, indicated on top of each plot,

interacting with another planar residue). The total number of interactions for X is given in parentheses. The capital letters on top of the

bars correspond to the amino acid code of the interacting residue, whereas the small letters represent a group of similar residues: r: Phe,

Tyr and Trp; c: Asp and Glu; m: Asn and Gln. The percentage is calculated with respect to the total number of each interacting pair. D40

is shown on the top panel and Do0 in the bottom. A comparison has been made for the bars in the upper and lower panels for a given jDj
value for each residue type. If any (or both) of the bars has a height of 5 and one is at least double the other, then the longer bar is shaded.
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Fig. 18. (Continued)
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(Fig. 20i). Interestingly however, the sequence Pro–Glu is found in helices (60%) (Fig. 20g) rather than in
turns; 58% of 303 occurrences of the pairs in a-helices are involved in C–H?O interactions, as shown.

The distribution of the sequence differences of aromatic?S (S belonging to Met or cystine) interactions,
shown in Fig. 19 indicates that about 40% of the cases are long-range. There is an asymmetry between the
upper and lower panels when jDj ¼ 4 (for both Met and half cystine) and one (only for half cystine), such that
the sulfur-containing residue has a higher sequence number than the aromatic. This is due to the usual
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Fig. 18. (Continued)
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occurrence of the aromatic ring and the S-containing residue at i, i+4 or i, i+1 positions in a-helices (Fig. 21)
(Klingler and Brutlag, 1994; Pal and Chakrabarti, 2001; Bhattacharyya et al., 2004).

4.1. Sequence difference in aromatic– peptide interactions

In 11% of all aromatic–peptide interactions the residues involved (the aromatic and the two constituent
residues of the peptide group) are in helices. When in a-helices the local interactions with D ¼ �4 and �3
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Fig. 18. (Continued)
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(D ¼ the number of the first residue in the peptide group—aromatic residue number) are observed in higher
number compared to nonlocal interactions (jDj45) (Tóth et al., 2004; Manikandan and Ramakumar, 2004).
Thus for Phe–peptide, 25% and 33% of the interactions are with D values of �4 and �3, respectively, and the
residues belong to the same helix. (The corresponding values for the other aromatic residues are, Tyr: 27%,
32%; Trp: 25%, 27% and His: 38% and 34%). When D ¼ �4, about 44% interactions involving Phe, Tyr and
Trp have C–H?O interactions, and 26% with D ¼ �3. An example of Trp–peptide contact with C–H?O
interaction is shown in (Fig. 22a). Compared to the other aromatic residues, His–peptide contacts with
D ¼ �4 have a smaller percentage (29%) with C–H?O interactions; however, 14% are associated with
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Fig. 18. (Continued)
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hydrogen bonding (Fig. 22b). Very little interactions of these two types are observed when D ¼ �3.
Additionally, Brandl et al. (2001) noted that 7.1% of all Ca–H?p interactions in proteins have a sequence
difference (donor–accptor) of �3, most of which occur in helices or near their termini; in helical conformation,
the hydrogen atoms on the Ca atoms point upward almost along the direction of the helix—side chains with an
acceptor p-system following along the chain after three residues can therefore easily saturate the interaction
potential of the Ca–H.

About 18% of all the aromatic–peptide interactions (individually, the percentage is the lowest, 11%,
involving His) have the 3 involved residues located in b-sheets. With D ¼ �2, peptide and aromatic planes in
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Table 2

Preferred secondary structure of interacting residues with sequence difference, D, �1 to 4

Interaction type Paira Db Percentage composition of the top

ranking combination of secondary

structuresc,d

Aromatic–histidine r–H 4 CC ¼ 3; HH ¼ 43 (24c)

Aromatic(r and H)–arginine Ar–R �1 CC ¼ 2; HH ¼ 46

Ar–R 4 CC ¼ 4; HH ¼ 63

Aromatic–proline r–P 1 CC ¼ 28; TT ¼ 15

Y–P 1 EE ¼ 12

W–P 1 HH ¼ 13

H–P 1 CC ¼ 16; CT ¼ 26 (20i)

H–P �1 CC ¼ 9; TT ¼ 48 (20j)

Aromatic–acid F/Y/H–c �1 HH ¼ 33

F/W/H–c 1 HH ¼ 58

F/H–c �2 EE ¼ 27

F/H–c 2 EE ¼ 24

F–c 4 HH ¼ 42

Aromatic–amide r–m �2 CC ¼ 8; EE ¼ 32 (20h)

r–m 4 CC ¼ 2; HH ¼ 58 (20a)

W–m 1 HH ¼ 60

H–m �2 CC ¼ 5; EE ¼ 28

H–m �1 HH ¼ 34

H–m 1 HH ¼ 40

H–m 4 HH ¼ 49

Proline–arginine P–R �1 CC ¼ 30; CT ¼ 15

P–R 3 CC ¼ 6; HH ¼ 40

Proline–proline P–Pe 1 CC ¼ 43; TC ¼ 22

Proline–acid P–D 1 CC ¼ 4; TT ¼ 68

P–E 1 CC ¼ 2; HH ¼ 60 (20g)

P–D �1 CC ¼ 14; TC ¼ 32; HC ¼ 26

P–E �1 CC ¼ 28; TC ¼ 15

P–c 2 CC ¼ 5; CH ¼ 44

P–c 3 CC ¼ 9; HH ¼ 32; CH ¼ 31

Proline–amide P–N 1 CC ¼ 7; TT ¼ 67

P–N �1 CC ¼ 15; TC ¼ 26

P–Q �1 CC ¼ 29; CT ¼ 15

P–m 3 CC ¼ 9; HH ¼ 36

Arginine–acid R–c �3 CC ¼ 2; HH ¼ 68 (20b)

R–c �4 HH ¼ 69

R–c 4 HH ¼ 67

Arginine–amide R–m �3 CC ¼ 3; HH ¼ 63 (20c)

R–m �2 CC ¼ 8; EE ¼ 21

Acid–Acid D–c 1 CC ¼ 5; HH ¼ 27

D–De 1 TT ¼ 28

D–c 2 CC ¼ 4; CT ¼ 32; CH ¼ 31

D–c 3 CC ¼ 9; CH ¼ 30

D–E 3 HH ¼ 28

E–Ee 1 CC ¼ 4; HH ¼ 62

E–Ee 3 CC ¼ 9; HH ¼ 58

Acid–amide D–m 2 CC ¼ 5; CT ¼ 36

D–m 3 CC ¼ 9; CH ¼ 25

D–Q 3 HH ¼ 31 (20d)

P. Chakrabarti, R. Bhattacharyya / Progress in Biophysics and Molecular Biology 95 (2007) 83–137112
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Table 2 (continued )

Interaction type Paira Db Percentage composition of the top

ranking combination of secondary

structuresc,d

E–N �3 CC ¼ 5; HC ¼ 38

E–Q �3 CC ¼ 10; HH ¼ 60

E–m �4 CC ¼ 6; HH ¼ 65

E–m 4 CC ¼ 2; HH ¼ 72 (20e)

Amide–amide Q–m 4 CC ¼ 3; HH ¼ 75 (20f)

Q–m �2 CC ¼ 8; TC ¼ 18

aIf all residues within a group show similar trend, then the group name (as given in the legend to Fig. 18) is mentioned. However, if a

particular residue within the group shows any other feature this is also indicated.
bFor a pair X–Y in the previous column, D ¼ Y–X. The value is in bold if it corresponds to the shaded bar in Fig. 18.
cConsidering the cases when at least one of the residues has a regular secondary structure. However, the value for the combination ‘CC’

is provided for comparison. The order of the secondary structure is the same as the order of residues given in column 2. The convention of

secondary structure, defined by DSSP, is 310/a-helix ¼ ‘H’, b-strand/B ¼ ‘E’, hydrogen/non-hydrogen bonded turn ¼ ‘T’ and non-regular

structure ¼ ‘C’. Molecular diagrams of some of the entries are provided; for these the figure numbers are given in parentheses.
dThe percentage is calculated with respect to the total number of each interacting pair given in column 2 corresponding to that D value.

Only those interacting types are chosen for which the percentage of interaction at a given D value is X5 in Fig. 18.
eWhen the pair involves residues of the same type, the sign of D has no significance. Both the residues were used as the central residue in

turn, and consequently the height of the bars in the upper and lower panels (for example, Pro-Pro, with D ¼ 1) in Fig. 18 is the same.

Fig. 19. Histogram of sequence differences, D (aromatic—Met/half cystine) for aromatic?S interactions. For the explanation of shading,

see legend to Fig. 18.
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Fig. 20. Examples showing the correlation of the sequence difference in residue pairs with their location in secondary structural elements.

Only the interacting side chains are shown. The residue pair, D, secondary structure (as given in Table 2), PDB code and (geometry, for the

second residue relative to the first) are: (a) r-m 4 HH 1pa7 (fe); (b) R-c –3 HH 1a4y (ef); (c) R-m –3 HH 1bs0 (ee); (d) D-Q 3 HH 1gpu (et);

(e) E-m 4 HH 1cxp (oe); (f) Q-m 4 HH 1a8i (et); (g) P-E 1 HH 1a81 (ft); (h) r-m –2 EE 1jnd (oe) (i) H-P-D 1 b-turn (type I) 1rq2 (P-H, ot;

P-D, ot); (j) P-H 1 b-turn (type I) 1a8e (ff). The C–H?O and C–H?p interactions are shown as black dotted lines and hydrogen bond is

shown in gray dotted lines. In (i) the four positions of the b-turn are indicated.
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Fig. 20. (Continued)

Fig. 21. Typical examples of aromatic?S interactions in a-helices, involving (a) Met in 1ogs (geometry, et); (b,c) half cystine in 1kp6 (en)

and 1p3c (op). The relative positions are i, i+4 in (a) and (b), and i, i+1 in (c).
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the same b-strand can interact (8% of the cases when the secondary structural designation of all the three
residues is ‘E’, according to DSSP). When D ¼ �2, �44% of contacts involving Phe, Tyr and Trp are through
C–H?O interactions. As has been observed in helices, even in b-strands and with D ¼ �2, a lower percentage
(21%) of His–peptide contacts have C–H?O interactions and 12% are hydrogen bonded. Two examples of
Phe–peptide interactions involving C–H?p and C–H?O interactions in b-strands are shown in Fig. 22c and
d. For a residue in b-sheet, the Ca–H group is oriented in-plane that makes it possible for it to be engaged in
interstrand C–H?O interactions (Derewenda et al., 1995; Fabiola et al., 1997). However, when the residue is
Gly, the second Ca–H bond is oriented out of the sheet plane and is free to form nonconventional hydrogen
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Fig. 22. Examples of aromatic–peptide interactions. (a) C–H?O interaction in 1ji7 (geometry: ef); (b) hydrogen bonding in 1b5e (et);

(c) C–H?p interaction in 1m0w (ff); (d) C–H?O interaction in 1c5e (ef) and (e) N–H?p interaction in 5pti (fe).
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bonds. With Gly there is also the possibility of both N–H and Ca–H groups forming a pair of p-hydrogen
bonds with the large face of a single Trp (Steiner and Koellner, 2001).

The most frequent peptide N–H to p hydrogen bond has been reported to be the motif i-(i�2)
(representing the two residue numbers) (Worth and Wade, 1995; Steiner and Koellner, 2001). Next to the
highest number of occurrences in loop regions, the incorporation of the motif in secondary structure elements
is observed at the carbonyl end of b-strands—(i�2) being the last residue of the strand and the donor residue
(strongly preferred to be Gly) being located on the loop beyond. An example from bovine pancreatic trypsin
inhibitor (Wlodawer et al., 1984) is shown in Fig. 22e, in which the aromatic Tyr ring has a second N–H?p
interaction involving a side-chain amide group. The involvement of a peptide N–H group means that such an
interaction is not feasible in central parts of helices and sheets, and is usually operative for edge and terminus
stabilization (Steiner and Koellner, 2001).

5. Stereospecific interactions and protein folding

Proteins in general are quite tolerant to mutations in their interiors provided the hydrophobic composition
of the core is not altered (Lim and Sauer, 1989; Axe et al., 1996). X-ray crystallographic studies on phage T4
lysozyme showed that its fold could accommodate the mutation of seven residues to methionine, albeit with a
reduction in the thermal stability and activity of the protein (Gassner et al., 1996). Other mutational studies
have also indicated that the fold is generally robust, though there are structural adjustments of both the side-
and main-chain atoms (Eriksson et al., 1992; Buckle et al., 1996). An analysis of distantly related globins has
shown that changes in volumes of buried residues are accompanied by changes in the geometry of the helix
packing, but multiple shifts are coupled so that the heme pocket remains unaltered and thus the functional
activity is retained (Lesk and Chothia, 1980). However, when dealing with a particular structure, the
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introduction of even small changes to a hydrophobic core typically diminishes the packing quality, the
stability and often the activity of the protein (Kellis et al., 1988; Karpusas et al., 1989; Eriksson et al., 1992;
Sandberg and Terwilliger, 1989; Shortle et al., 1990; Lim and Sauer, 1991). Though sequences that simply
maintain hydrophobicity at core positions are able to adopt the overall fold, the specific stereoelectronic
features of these residues and their packing interactions clearly act as important determinants in attaining a
fully functional, thermally stable protein. Thus even the substitution of buried Cys residues, not part of any
disulfide bridge, can have deleterious effect on stability (Hiraga and Yutani, 1996)—presumably the different
types of interactions that a Cys sulfhydryl group can participate in (Pal and Chakrabarti, 1998) cannot be
sustained in the mutants. A residue, such as Pro, which is notionally assumed to engage aromatic side chains
through hydrophobic forces, can indeed form C–H?p interactions, and it is found that the relative
orientations of the rings that favor these interactions outnumber those that cannot sustain these stereospecific
interactions (Section 3; Bhattacharyya and Chakrabarti, 2003). These interactions may thus be important for
the structure and binding, and the residues would be under evolutionary pressure to be conserved so that these
are retained.

The hydrogen bonds, both strong and weak, are thought to play an important role in providing kinetic
pathways during the folding process (Myers and Oas, 1999; Pal et al., 2003; Powers et al., 2005). An important
issue concerns the kinetic accessibility of the native structures, and whether there are selection principles
imposed by kinetics (Baker and Agard, 1994). Both local and nonlocal interactions can influence the
thermodynamics and kinetics of protein folding (Govindarajan and Goldstein, 1995; Abkevich et al., 1995).

5.1. Stabilization of local structures and peptide design

Some examples of the interactions between planar groups with bearing on stability, local conformation and
possibly folding kinetics are enumerated below. Others have been discussed in Section 4. These interactions are
useful in the design of peptides, especially the ones with helical conformation (Chakrabartty and Baldwin,
1995; Serrano, 2000; Shi et al., 2002).

5.1.1. Phe– His at helix end

The interaction of Phe8 with His12 has been shown to account for the unexpected stability of the C-peptide
helix (the N-terminal 13 residues of RNase A) (Dadlez et al., 1988; Shoemaker et al., 1990; Armstrong et al.,
1993). Likewise, Trp and His at positions i, i+4, respectively, can stabilize the helix by 1 kcal/mol (and thereby
increase the helical content of model peptides) when the histidine is protonated (Fernández-Recio et al., 1997).
The results can be explained by the X–H?p interaction, involving the His X–H group and the aromatic p
electrons, whose strength is increased as His is protonated (with the resultant increase in the partial positive
charge on its protons); such a pair of residues usually occur at the C-terminal end of a helix (Fig. 24c)
(Bhattacharyya et al., 2002). The stabilizing nature of the edge of His interacting with the face of an aromatic
ring is also exemplified by a tertiary interaction between His18 and Trp94 in barnase, where the protonation of
His increases the stability of the protein by 1 kcal/mol (Loewenthal et al., 1992).

5.1.2. Pro– aromatic and Gly– aromatic in b-sheet

Among the nonlocal interactions (jDj45), the one between Pro and an aromatic residue at the
nonhydrogen-bonded site of antiparallal b-strands is easily identifiable (Fig. 23a) (Bhattacharyya and
Chakrabarti, 2003). As Pro does not have a main-chain NH group, it cannot form hydrogen bond with a
neighboring strand and is located at the edge strand with its CO group pointing outside. An aromatic residue
placed at the non–hydrogen-bonded site can stack against the pyrrolidine ring. Tyr and Trp are particularly
favored, and in a large number of cases the aromatic residue and Pro occur at the first and the last positions of
their respective strands, respectively.

Aromatic–peptide interaction can be exhibited by the aromatic–X–Gly sequence, (i, i+2) motif, at the
carbonyl end of b-strands, in which the N–H group of Gly points to the aromatic face (Fig. 22e) (Worth and
Wade, 1995; Steiner and Koellner, 2001). These sequences form local structure early in the protein folding
pathway and mutation studies indicate that they influence the rate of folding (Kemmink and Creighton, 1993).
The tetrapeptide, YTGP, containing the motif, is structured in solution, retaining the N–H?p interaction and
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Fig. 23. Examples of Pro–aromatic interactions in (a) the non-H-bonded sites of antiparallel b-strands (in 1bxo, geometry of);

(b) Pro–aromatic cis peptide bond (in 1oac, et); and (c) Pro–Pro–Phe moiety (in 1aoc, of for the Pro79–Phe81 pair).
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this can also be reproduced by molecular dynamics simulations (van der Spoel et al., 1996). However, a
peptide YTAP cannot make such an interaction because of steric hindrance of the Ala side chain and hence
does not show a well-defined conformation. The presence of two Ca–H groups and the lack of any side chain
make it rather facile for a Gly to interact with an aromatic residue.

5.1.3. Pro– aromatic in cis peptide

In protein structures the peptide bond connecting an aromatic residue with Pro occurs in the cis

conformation 7–10% of the time (Stewart et al., 1990; Frömmel and Preissner, 1990; MacArthur and
Thornton, 1991; Reimer et al., 1998; Pal and Chakrabarti, 1999). In the r-Pro cases with D ¼ 1 in Table 2,
10% have cis peptides linking them; however, when His is the aromatic residue the percentage is lower (2%),
suggesting that the direct contact across the cis peptide bond may be lower when His is involved. In the
majority of these cases, the CA atom of Pro has a close contact of 3.6(71) Å with the CG atom of the
aromatic residue and interacting with its face (Fig. 23b) (Pal and Chakrabarti, 1999). It should be noted that
the C–H group of CA (and CD) atom in Pro is made more acidic by an adjacent electron-withdrawing N atom
(Pedireddi and Desiraju, 1992; Bhattacharyya and Chakrabarti, 2003), which would make the C–H?p
interaction confer stability to the cis peptide unit. The occurrence of a cis peptide bond introduces a type VI
turn and isolated peptides containing aromatic–Pro sequence show high population of the cis isomeric form in
solution (Yao et al., 1994; Wu and Raleigh, 1998).

About 4.1% of Pro-r and 6.3% of Pro-His interactions (D ¼ 1) occur after a prolyl cis peptide bond. It is
not just the aromatic–Pro in cis peptide bond that can have specific interactions; with an aromatic residue
following a prolyl cis peptide, especially in Pro–Pro, there is an interaction between the CA of the first Pro and
the p face of the aromatic residue (Fig. 23c) (Pal and Chakrabarti, 1999). Thus a peptide Phe–Pro–Pro–Phe
has the Pro–Pro bond in the cis form �50% of the time in solution, and when the Pro?Phe interaction is
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abolished in Ala–Pro–Pro–Ala peptide, the cis content is reduced to �10% (Dasgupta et al., 2007). Thus one
can take recourse to the aromatic–Pro interaction in stabilizing the cis form and thereby inducing a turn
conformation in the design of compact peptide structures.

5.1.4. Pro–?aromatic in b-turn

In addition to the cis-peptide induced turn conformation (Section 5.1.3), the aromatic–Pro interaction is
also an important component in other types of b-turn, notably type I (Hutchinson and Thornton, 1994).
Among the four positions, i to i+3 defining a b-turn, Pro has a high propensity to occur at i+1. When an
aromatic residue occupies an adjacent position, there could be stacking interactions of the type C–H?p
(Bhattacharyya and Chakrabarti, 2003). Thus His is particularly favored at i, in which position it can
additionally form a hydrogen bond to the backbone NH group at position i+2, thereby enhancing the
stability of the local structure (Fig. 20i).

5.1.5. S?aromatic in a-helix

Like the Phe/Tyr/Trp–His pair found at i, i+4 positions in helices, aromatic?S interaction is also found at
the same spacing (Section 4, Figs. 19 and 21). Circular dichroism studies on polyalanine-based peptides
indicated that the Phe–Cys pair could contribute up to 2 kcal/mol to the a-helix stability (Viguera and Serrano,
1995). The value obtained for the Phe–Met pair was 0.65 kcal/mol, while another study reported 0.75 kcal/mol
(Stapley et al., 1995).

5.1.6. Directionality in the sequence in the context of a secondary structure

Some of the sequence information may get converted in a sequential way into the three-dimensional
structure during folding. For example, the comparison of sequences of the shortest possible helices with the
longer ones has led to the suggestion that the a-helix gets nucleated near its N-terminal end and then it
propagates towards the C-terminal end (Pal et al., 2003; Dasgupta et al., 2004), which has been validated by
molecular dynamics simulations (Monticelli, et al., 2005). Likewise, when two residues are interacting, the
order in which the residues occur in the sequence may be important, and usually one is preferred over the
other.

Figs. 14 and 15 provide the general distribution of relative orientations without any considerations on the
effect of sequence difference on the observed geometry. However, smaller sequence differences do impose
some restrictions (Bhattacharyya and Chakrabarti, 2003), especially when they occur in a secondary structure,
such as helix (Bhattacharyya et al., 2002). Thus in an a-helix when D ¼ 1, the predominant orientation of the
second residue relative to the first (in the sequence) is ef, whereas with D ¼ 4, ot is a preferred configuration
(Fig. 24a and b). Thus if a pair is such that there is an extra stability resulting from the edge of the one at i+4
position pointed in a tilted fashion towards the face of the residue at position i, then this pair would be favored
compared to other combinations of residues. This is what happens with nonhistidine aromatic residue and His
pair at i, i+4 positions in an a-helix (Fig. 24c); the X–H protons of a protonated His ring would carry more
partial positive charge, resulting in stronger X–H?p interactions with the p electrons of the aromatic ring in
the previous turn of the helix. If the order of the residues is reversed, the X–H group, now located on the
aromatic ring (with lesser partial positive charge on the proton) would interact with the p electron cloud of a
His ring carrying a formal positive charge, resulting in a relatively weaker interaction. Thus the Phe–His pair,
rather than His–Phe, is preferred in the C-terminal end of helix.

There is also directionality in the preference for the aromatic–Met/Cys pair at i, i+4 positions in helices
(Figs. 19 and 21a). It has been suggested (Viguera and Serrano, 1995) that in the Phe–Cys pair, the rotamers of
the Phe and Cys side chains are very favorable in a-helices, and consequently the energy cost of making the
interactions is low. When it is the opposite order, the Phe residue needs to adopt a high-energy rotamer to
contact the Cys or Met residue and the helix needs to be slightly distorted at the Phe position, with the
corresponding energy cost. The difference in the relative orientations of the sulfur plane relative to the
aromatic ring in the two categories may also provide an explanation. There are 127 cases of aromatic–Met
(i, i+4) pairs in helices. Of these 65% have geometry op, which is the favored pattern for aromatic–Met/half
cystine interactions (Fig. 15). However, for the 28 cases with the helix having the residues in the reverse order,
only three are found with this geometry.
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Fig. 24. (a, b) Examples of interacting aromatic pairs, with sequence difference, D ¼ 1 (PDB code: 1jdw, geometry of the residue with

higher sequence number relative to the lower, ef) and 4 (1cxl, ot), in a-helices. (c) Aromatic–His interaction in a-helix with D ¼ 4 in 1mty,

geometry ft.
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Acid–Arg pair with D ¼ 3 (Table 2) provides yet another example of preferential order in the sequence.
Though not commented upon, the data provided by Sundaralingam et al. (1987) show that acid–Arg (i, i+3 in
a-helices) ion pairs are more in number when the acidic group is N-terminal to Arg, which is not seen when the
spacing is i, i+4. Klingler and Brutlag (1994) found significant (i, i+3) sequence correlation for the pair
Asp–Arg. In helices only 17% of the i, i+3/4 ion pairs are involved in direct hydrogen bonds, with further
43% bridged through water molecules, and the remaining 40% are separated by more than 7 Å. It is likely that
the i, i+3 spacing for the acid–Arg pair offers the right sequential and spatial separation for forming hydrogen
bond (Fig. 20b).

The above observations taken together with the results in Table 2 can be generalized as follows. If there is a
recurrent pattern (i, i+3/4) of side chain interactions in a helix usually there exists conventional or
nonconventional hydrogen bond interactions, such that the proton acceptor (an oxygen-containing group or
an aromatic face) is the first in the sequence, followed by the proton donor (C/N–H that can also belong to
His). The position of the proton donor is taken up by sulfur in S?aromatic interaction.

6. Changes in the geometrical preferences in the metal-binding site

Several structural motifs, involving two or more His residues, binding the same metal ion have been
identified (Bhattacharyya et al., 2003). Such His residues are usually in contact (based on the threshold
distance that has been used), but their geometry is likely to be modulated by the requirement of the metal site.
For such His–His pairs, the geometry is found mostly in the three grid elements at the top-right-hand corner
(Fig. 14f) (Bhattacharyya et al., 2003). Comparison of the metal-bound form with the apo structure indicates
that the metal-binding site is essentially preformed and can accommodate the cation with only minor
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structural adjustments. Most metal-binding sites with a pair of His residues have a relative orientation that
generates C–H?p interactions, which may provide extra stability and affect the redox properties of the metal
centers. In an analogous situation, by virtue of their common role as metal ligands two carboxylate groups
(Flocco and Mowbray, 1995), or an acidic side chain and His can also come within a distance of 3.0 Å and
may have restricted geometries (Fig. 25m).

7. Interactions in the active site

Planar residues, such as His, Tyr, Asp, Arg, Pro, etc. are important at the catalytic and binding sites
(Meurisse et al., 2004). The PROSITE database enumerates the functional motifs in proteins (Hulo et al.,
2006). The key residues involved in functional sites as well as in protein–protein interaction have been
identified using an automated graph theoretic approach for the detection of recurring structural patterns of
3–6 amino acids (Wangikar et al., 2003; Tendulkar et al., 2003). We observe that the planar residues in the
active sites interact among themselves with geometries that are similar to those observed in higher numbers in
tertiary structures. Some examples of interactions at the active sites are discussed (Table 3).

A battery of biochemical and biophysical studies on the high-affinity maltose transport system in E. coli

indicated that the maltodextrin-binding protein is extremely resistant to heat and chemical denaturation; it has
been proposed that the abundance of salt bridges, hydrophobic interactions and proline residues make it
Fig. 25. Some typical examples of planar residues interacting at the active site. The C–H?p, cation?p and C–H?O interactions are

indicated as dotted lines, and hydrogen bonds as solid lines. Protein names, PDB codes, residues involved and relative orientations are

provided in Table 3. The PDB codes with references are (a) 1xnd (Campbell et al., 1993); (b) 1amy (Kadziola et al., 1994); (c) 1mctA

(Huang et al., 1993); (d) 1ppn (Pickersgill et al., 1992); (e) 1glqA (Garcı́a- Sáez et al., 1994); (f) 1vip (Carredano et al., 1998); (g) 1bbzA

(Pisabarro et al., 1998); (h) 1ir3A (Hubbard, 1997); (i) 1amuA (Conti et al., 1997); (j) 1pg2A (Crepin et al., 2003); (k) 1i6mA (Doublié

et al., 1995); (l) 1cxvA (Botos et al., 1999) and (m) 1cdmA (Meador et al., 1993).
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Fig. 25. (Continued)
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highly thermostable (Evdokimov et al., 2001). At the maltotriose-binding site (Fig. 3), aromatic residues and a
proline form a cluster. The carbohydrate ligand-binding residue, Trp345 is involved in a C–H?p interaction
with Tyr262 in a perpendicular fashion. Additionally, Pro229 interacts in a tilted orientation with Tyr303
through a C–H?p interaction.
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Fig. 25. (Continued)
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Endo-b-1,4-xylanases catalyze the depolymerization of xylans and these can be categorized into two families
(Henrissat and Bairoch, 1993). The overall three-dimensional structures of the xylanases of family 11 are
similar and the xylan-binding site is made of aromatic residues. The active site of a xylanase of family 11 from
Trichoderma harzianum is shown in Fig. 25a. Among the aromatic residues, Tyr9 and Tyr14 interact through a
C–H?p interaction. A similar interaction also connects Tyr171 with Trp79, though the latter is not a primary
component of the active site.
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Table 3

Geometrical orientation of the interacting residue pairs at the active sites

Protein PDB codea Interacting residue pairb Geometryc HB/C–H?pd

Maltodextrin-binding protein 1eljA (3) W65–W69 of of

W69–F73 of of

Y174–W345 ef ef

P229–W230 of of

P229–Y303 ot ft P229–Y303

P229–F325 ff ff

Y262–W345 ef fe W345–Y262

Xylanase 1xnd (25a) Y9–Y14 ef fe Y14–Y9

Y14–Y171 ot et

Y77–Y88 et ft

Y77–Y171 et ot

W79–Y171 ef oe W79–Y171

Y88–W138 ff of

Amylase 1amy (25b) Y51–D179 et ft

Y51–H288 of of

H92–D179 oe ef

D179–E204 of ee

E204–W206 ot et

E204–F246 et ot

E204–D289 ee ee

W206–F246 of of

W206–D289 ee of

H288–D289 ft ft

Trypsin 1mctA (25c) H57–D102 et et HB

Cysteine proteinase 1ppn (25d) H159–Q19 et et

H159–N175 ef ef HB

H159–W177 ot ot

N175–W177 ot ft N–H?p
N175–W181 ef oe N–H?p
W177–W181 ef fe W177–W181

Glutathione S transferase 1glqA (25e) Y7–R18 et ot

Y7–F8 ot et

F8–W38 ef fe F8–W38

Phospholipase A2 1vip (25f) H48–Y52 ot ft

H48–D99 ee ee HB

Abl tyrosine kinase (SH3 domain) 1bbzA (25g) Y7–Y52 ef fe Y7– Y52

F9–W36 oe ef

Tyrosine kinase 1ir3A (25h) R1131–R1155 et ft

R1131–Y1163 ft ot

R1131–F1186 ef fe Cation?p
D1132– R1136 et et HB

R1136–P1172 ef oe

R1136–W1175 ef fe Cation?p
R1155–Y1163 ef oe HB with pTyre

Y1162– R1164 oe oe HB with pTyre

Y1163–F1186 et ot

P1172–W1175 et et

P1172–D1132 oe oe C–H?O

Gramicidine synthetase 1 1amuA (25i) F550–W239 ef fe F550–W239

F550–D235 oe oe
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Table 3 (continued )

Protein PDB codea Interacting residue pairb Geometryc HB/C–H?pd

Methionyl-tRNA synthetase 1pg2A (25j) Y15–N17 ot et

Y15–D52 of ff

W229–F300 oe ef

W229–F304 ff ff

W253–F300 ff ff

W253–H301 ef oe

W253–P257 ef oe

P257–W305 ef fe P257–W305

P257–Y260 ef oe

Y260–H301 et et

Y260–W305 et ot

F300–F304 ot et

H301–W305 oe oe

W253–M553 ep

Y260– M553 on

H301– M553 en

Tryptophanyl– tRNA synthetase 1i6mA (25k) F5–D132 of of

W350–F5 ot et

W350–D132 ee ee HB

W350–M129 fp

Matrix metalloproteinase 1cxvA (25l) H151–H166 ee ee

H151–H179 ef oe

H151–D153 oe oe HB

D153–H166 oe ef

D153–H179 ee ee HB

H166–H179 ef ef

H201–H205 oe oe

H201–H211 ee ee

H201–E202 et ot

H205–H211 ef oe

H205–E202 et ot

H211–P221 ff ff P221–H211

Calmodulin 1cdmA (25m) D56–D58 ef ef

D56–N60 et et

D56–E67 ef oe

D58–N60 ef oe

N60–E67 et et

D64–E67 ot ot

aMolecular diagrams of some of the entries are provided; for these the figure numbers are given in parentheses.
bOne letter amino acid code followed by the residue number is given.
cThe geometrical orientations from both the perspectives (the second residue relative to the first, and vice versa) are given.
dHydrogen bonding and C–H?p interaction (the first residue is the proton donor and the second residue is the p acceptor), if present,

are indicated. One C–H?O interaction is marked. N–H?p and cation?p interactions, identified in the original publications, are shown.
eThe hydrogen bond is with the phosphate group of a phosphorylated Tyr.
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All the a-amylases have a considerable 3D structural similarity though they have differences in the amino
acid sequence (Kadziola et al., 1994). Three acidic groups (two Asp and one Glu) act as catalytic residues,
which in barley malt a-amylase (isoform AMY-2) are Asp179, Asp289 and Glu204. However, a few aromatic
residues are in close contact and thereby providing the right scaffold to the active site (Fig. 25b). Among these,
Tyr51 and His92 interact with Asp179, Trp206 and His288 with Asp289, while Trp206 and Phe246 are in
contact with Glu204. Also, there are stacking interactions, Tyr51 with His288, and Phe246 with Trp206. Two
residues, Trp276 and Trp277, are present at the starch granule-binding site.

The catalytic triad of serine proteases consists of Ser–His–Asp residues. In trypsin the planar carboxylate
moiety of Asp is in close contact with His in a tilted geometry (Fig. 25c). As mentioned in Section 3, when
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there is a hydrogen bond between His and an acidic side chain the in-plane ee geometry is not the most
common. The same feature is retained in the active site, where the geometry is et.

In the papain family of cysteine proteinase, the catalytic triad is constituted by Cys, His and an Asn residue.
Apart from the catalytic residues, two nearby aromatic residues (Trp177 and Trp181) are conserved in the
papain family (Brömme et al., 1996). The interactions among the planar groups at the active site are shown in
Fig. 25d. Trp177 interacts with catalytic His159 in a tilted geometry. All known structures of this class of
enzymes contain a conserved C–H?p interaction between Trp177 and Trp181. At the same time, both the
indole rings of Trp177 and Trp181 act as hydrogen bond acceptors from the side chain amide group of
catalytic Asn175 (not shown in the figure). Thus the network of interactions suggests an extended catalytic site
of cysteine proteinases.

Glutathione-S-transferase (GST) helps to metabolize a variety of compounds in glutathione (GSH)
conjugation pathway (Allocati et al., 2000) and can be classified into several groups. An example of a GST
from p-class with its active site is shown in Fig. 25e. The active site is composed of two subsites. In the
hydrophobic-binding site, the nitrobenzyl group of the inhibitor molecule is sandwiched between two aromatic
residues Phe8 and Tyr108, and Phe8 is involved in C–H?p interaction with Trp38. At the GSH-binding site,
Tyr7, which is the active site residue, forms hydrogen bond with the sulfur atom of GSH.

Phospholipase A2 hydrolyzes phospholipids into fatty acids and lysophospholipids. These are abundant in
snake venom. The catalytic triad of phospholipases is made up of three planar residues—His, Tyr and Asp.
His–Tyr pair has a tilted orientation, while an edge-to-edge geometry is observed for His–Asp (Fig. 25f).
Interestingly, acutohaemolysin is another phospholipase A2 lacking catalytic and hemolytic activity. It has a Phe
residue (Phe1102) that stacks against the catalytic His1048 blocking the catalytic triad (Liu et al., 2003). Thus
aromatic–aromatic interaction can be important both for the function, as well as malfunction of a protein.

SH3 domains containing about 60 residues are found in proteins that are needed to assemble signaling
complexes (Pawson, 1994). These domains recognize target ligands with Pro-rich motifs. The peptide-binding
site of SH3 domain is composed of aromatic residues. In abl tyrosine kinase, these aromatic residues interact
among themselves (Fig. 25g), giving rise to one C–H?p interaction. Specific interactions are also involved in
the binding of peptides containing the PxxP (x being any amino acid) motif with the SH3 domain and this has
been discussed in Bhattacharyya and Chakrabarti (2003).

Phosphorylation of cellular proteins by protein kinases provides control mechanisms for various signaling
processes (Schenk and Snaar-Jagalska, 1999; Cohen, 2000; Hunter, 2000; Huse and Kuriyan, 2002). The
catalytic site of the kinase consists of a number of functional elements, one of which is the activation segment
containing a conserved Ser/Thr/Tyr, the phosphorylation of which leads to the formation of a network of
residue contacts at the active site that are well conserved (Krupa et al., 2004). Ser/Thr and Tyr kinase families
can be distinguished on the basis of the variations in the residue contacts and the consequent fall-out on
residue conservation. Many of these protein kinases are also termed as RD kinases as they contain an Arg
preceding the catalytic aspartate in the catalytic loop. As an example, insulin receptor tyrosine kinase can be
considered, in which Tyr1158, Tyr1162 and Tyr1163 are the three phosphorylation sites (indicated by the letter
‘P’ against the residue names in Fig. 25h). In the inactive form, Tyr1162 is hydrogen bonded to the catalytic
residue, Asp1132. In the phosphorylated state the conformation of the activation loop is changed and Tyr1162
is hydrogen bonded to Arg1164 (Table 3). The most striking feature of the active site is the presence of two
cation–p interactions, the first involving Arg1131 in the RD motif and the conserved Phe1186—the interaction
purported to channel conformational changes occurring at the activation segment to the catalytic loop—and
the other involving Arg1136 in the catalytic loop and Trp1175 in the activation segment. Among other
interactions, Arg1155 is in an edge-to-face geometry with Tyr1163 facilitating the hydrogen bond between the
guanidinium and the phosphate groups. Phosphorylated Tyr1163 is in an offset-tilted orientation relative to
the conserved Phe1186. Pro1172, which is also conserved along the kinase family, is in close contact with
Trp1175 and is involved in C–H?O interaction with catalytic Asp1132.

The phenylalanine substrate (Phe550) binds at the hydrophobic pocket of phenylalanine-activating subunit
of gramicidine synthetase 1 in a ternary complex with AMP (Conti et al., 1997) (Fig. 25i). In this hydrophobic
region, Phe550 is involved in a C–H?p interaction with the pocket lining aromatic residue Trp239. The
conserved Asp235, in an almost perpendicular orientation with Phe550, has a hydrogen bond with the
a-amino group of the latter as the primary interaction.
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Aminoacyl-tRNA synthetases can be divided into two classes (Eriani et al., 1990; Cusack et al., 1991). In
class-1 aminoacyl tRNA synthetase, the catalytic domain contains a Rossmann fold with the signature
sequence ‘‘HIGH’’ and ‘‘KMSKS’’ (Webster et al., 1984; Hountondji et al., 1986), while class-2 contains
antiparallel b-sheet with three conserved sequence motifs (Cusack et al., 1990; Ruff et al., 1991). Both
methionyl and tryptophanyl tRNA synthetases belong to class 1. In methionyl tRNA synthetase (Fig. 25j), the
Met-binding pocket is constituted by the amino acids—Ala12, Leu13, Tyr15, Trp253, Ala256, Pro257,
Tyr260, Ile297, His301 and Trp305—located in two helices and two loops. Tyr15 and Trp253 play key roles in
the strength of the binding of Met and its analogues (Crepin et al., 2003). Tyr15 also controls the size of the
hydrophobic pocket. Met binding induces conformational changes of the aromatic residues in active site and
stacking is observed in Phe300–Trp253 and Phe304–Trp229 pairs. His301, Trp253 and Tyr260 participate in
the recognition of the sulfur atom of the incoming Met (Met553). Pro257, located at the border of the cavity is
involved in C–H?p interaction with Trp305.

At the binding pocket of tryptophanyl tRNA synthetase, the incoming Trp (Trp350 in Fig. 25k) has Met129
on its face in one side, and has Phe5 in an offset-tilted orientation on the other. Asp132 located at the edge of
Trp, makes a hydrogen bond with the nitrogen atom of the indole ring. It is quite interesting that in the active
sites of both methionyl and tryptophanyl tRNA synthetases, Met–Trp interaction plays an important role.
Further, Doublié et al. (1995) have pointed out that the interactions of substrate Trp with Met129 and Asp132
bear a striking resemblance to functionally significant clusters of the same three amino acids in another
enzyme, cytochrome c peroxidase, for which mutagenesis has shown that Met230 and Asp235 are essential for
Trp191 to function as a free-radical intermediate in the electron transfer process (Fishel et al., 1991). Thus the
Met–Trp–Asp triad may be an important motif in the enzyme active sites.

Matrix metalloproteinases (MMPs), also named matrixins, cleave proteins of the extracellular matrix.
Collagenase-3 (MMP-13) is a member of this family, which cleaves type II collagen, cartilage, fibronectin and
aggrecan (Botos et al., 1999). The structures of MMPs are characterized by two tetrahedrally coordinated zinc
ions, one catalytic and the other structural. The catalytic zinc ion is coordinated by the imidazole nitrogen
atoms of His201, His205, His211 and a carboxyl oxygen of Glu202, while the structural zinc ion is coordinated
by His151, His166, His179 and Asp153 (Fig. 25l). Pro221 is involved in C–H?p interaction with His211 in a
face-to-face orientation and Asp153 makes a hydrogen bond with His179.

The close contact between residues mediated by metal ion can be illustrated using the structure of
calmodulin, a calcium sensor having two domains, which binds and regulates the activity of many protein
kinases along with other proteins in a calcium dependent manner (Crivici and Ikura, 1995; Nelson and Chazin,
1998). Each domain consists of two EF hand motifs containing helix-turn-helix supersecondary structure
(Fig. 25m). Residues number 1, 3, 5, 7, 9 and 12 of the middle turn conformation bind calcium in a pentagonal
bipyramidal configuration. The ligand groups (mainly side-chain carboxylates/amides and hydroxyl) are in
close contact. The planar moieties of Asp/Asn/Glu are positioned almost at perpendicular orientations
(Table 3, from which Thr62, not a residue under consideration, has been excluded).

7.1. Conservation of residues

Residue positions that are well conserved and clustered together in space usually correspond to the active
site and/or folding nuclei, which are requisite for the fast and correct folding of proteins into their stable three-
dimensional structures (Mirny and Shakhnovich, 1999; Ptitsyn and Ting, 1999; Kisters-Woike et al., 2000;
Panchenko et al., 2004). It has been posited that the evolutionary conservation of amino acid residues in a
structure correlates with the degree of their packing (Liao et al., 2005). Structurally conserved residues can
also distinguish between binding sites and exposed protein surfaces on one hand (Valdar and Thornton,
2001; Ma et al., 2003; Caffrey et al., 2004), and different types of protein–protein interfaces on the other
(Elcock and McCammon, 2001; Mintseris and Weng, 2005; Guharoy and Chakrabarti, 2005). Methodologies,
based on evolutionary relations among proteins as revealed by inferred phylogenetic trees, have been
devised that delineate the functional epitope and identify residues critical to binding specificity (Lichtarge
et al., 1996; Armon et al., 2001). In general, the above studies look into the conservation of a group of
residues, such as the ones located in the interface, rather than pairs of planar residues, the subject under
consideration here.
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While the conservation of catalytic residues cannot be disputed (Rennell et al., 1991), some residues in close
proximity, but with no direct role in the catalytic mechanism, are also conserved. Structure-based sequence
alignment of 728 sequences of different globin subfamilies shows that in each subfamily there is a functional
cluster that not only includes six heme-binding residues, but seven others that do not bind the heme but belong
to its immediate neighborhood (Ptitsyn and Ting, 1999). Likewise, the extended active site of cysteine
proteinase, discussed in Section 7, encompasses two Trp residues (Fig. 25d), which are conserved (Brömme
et al., 1996).

Salt bridges constitute the prime example of pair-wise interactions considered here and their conservation
has attracted considerable attention (Barlow and Thornton, 1983; Sundaralingam et al., 1987; Kumar and
Nussinov, 1999). Barlow and Thornton (1983) reported that highly conserved salt bridges occur either in
catalytic sites, or as connecting units between different protein subunits (Gibbs et al., 1990). Similar to the
observation of Thornton (1981) on disulfide bridges, residues forming an isolated salt-bridge have a tendency
to disappear in pairs and sometimes acid-base pairs can be changed to base-acid pairs. However, complex salt
bridges (those joining more than two charged residues) are found to be more conserved than the isolated ones
(Musafia et al., 1995). In general, conserved salt bridges are less exposed than the non-conserved ones and a
consideration of 3 modes of conservation—preservation (same charges at the same residue positions),
compensation (reversal of charges) and complementation (maintenance of a salt bridge between two segments
of secondary structures)—indicated that preservation was the predominant mode in the conserved
interactions, complementation was of secondary importance and compensation occurred rarely and mostly
in exposed salt bridges (Schueler and Margalit, 1995).

Free cysteines may mutate rapidly, but cystines are generally better conserved (Thornton, 1981). In 50% of
the cases when the disulfide bond is fully conserved, it is in contact with at least one aromatic residue that is
also conserved and the geometry is en or et (Bhattacharyya et al., 2004). In the majority of these cases of
conserved pairs the relative accessibilities of both the half cystines is o7%. When the conservation of the
disulfide bridge is partial, the members retaining the bridge also retain an S?aromatic contact. Conservation
of the triad involving Cys–Cys and Trp was reported in the Fab molecule (Lesk and Chothia, 1982), and was
then found to be a common feature in almost all immunoglobulin domains (Ioerger et al., 1999). Besides
immunoglobulin superfamily the C–CW triad is found, though not always with the same configuration or
close packing, in many other proteins, which are usually secreted into the extracellular space and the
protection of disulfide bonds from hostile, reducing environments may be a role of the Trp residue. However,
when the contact is typical face-on (geometry en, involving Trp40 in the PDB file 1qfo, as given in Table 5 of
Bhattacharyya et al. (2004)), the specific interaction may provide extra stability to the structure. That a specific
interaction can contribute to the stability and specificity of binding can be seen in many of the binding sites
involving Pro, for which the interacting molecule also harbors a conserved aromatic residue such that a
Pro–aromatic interaction can be sustained in the interface (Bhattacharyya and Chakrabarti, 2003).

8. Conclusions

The native structure is the compromise of a large number of noncovalent interactions that exist in proteins
and the geometrical features relating two residue-types are expected to be rather broad. However, based on the
distribution of interplanar angles it was suggested that there is non-randomness in the packing of side chains
(Mitchell et al., 1997). Using two angular parameters to define the relative orientations, each pair of planar
residues is indeed found to exhibit preference for one or two geometries, and similarly avoidance for some.
The origin of this selectivity may be due to the avoidance of unfavorable electrostatic interactions, for
example, in aromatic–Met interaction, or the occurrence of favorable nonconventional, but directional
interactions (such as C–H?p, in Pro-aromatic interaction) and stronger hydrogen bonds (for example, in
Asp–His, Asp–Arg). The geometry of X–H?p interaction is much softer than that of conventional hydrogen
bonds, allowing large lateral displacements of the donor and strong bending of the hydrogen bond angle
without much of a change in energy (Steiner and Koellner, 2001)—thus even if a particular grid element is
optimum according to the geometric criteria of an interaction, the neighboring element is also likely to sustain
a similar interaction. The geometries that are observed in abundance are not necessarily the ones that have the
highest interaction energy between the two moieties in a pair, but the ones that can provide the maximum
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overall stability to the protein structure by the optimum use of all hydrogen bonding sites. For example, for
the Phe–peptide interaction (Fig. 17a), the fe orientation that can sustain the stable N–H?p interaction is
observed less than the of geometry having no such interaction, but which allows the formation of conventional
N–H?O interactions with other groups in the structure.

The uneven distribution of sequence differences indicates strong structural specificities for a few residue
pairs. Thus Phe–His is found at i, i+4 positions in an a-helix (Fig. 24c). The optimum spacing in the sequence
and the order of the residues may facilitate interaction between them when located in a secondary structure.
Such motifs should be important in the design of peptides. Though we were concerned with planar groups
only, the importance of Gly residue (in a peptide moiety) stood out as an important donor group participating
in X–H?p interaction and stabilizing structural motifs. The general pair-wise interaction geometries are
maintained in protein active sites also. In an interesting example of the reciprocity of the use of side chains in a
pair, in methionyl tRNA synthetase a Trp residue is employed in the active site to bind Met, and the role is
reversed in tryptophanyl tRNA synthetase, where a Met in the active site engages the incoming Trp
(Fig. 25j and k). In addition to their catalytic role, many of the planar groups can also be part of
extended active sites or binding regions and thus be conserved in homologous proteins. The general
trend in the geometry of interaction observed within protein tertiary structures is maintained when
the groups are located at the binding sites and the interaction is across the protein–protein interface—thus
pointing to the similarity of chemical interactions that occur during protein folding and binding (Saha et al.,
2007).
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Tóth, G., Murphy, R.F., Lovas, S., 2001. Stabilization of local structures by p–CH and aromatic-backbone amide interactions involving

prolyl and aromatic residues. Protein Eng. 14, 543–547.
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