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On the complete integrability and
linearization of nonlinear ordinary differential
equations. III. Coupled first-order equations
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Centre for Nonlinear Dynamics, Department of Physics,
Bharathidasan University, Tiruchirapalli 620 024, India

Continuing our study on the complete integrability of nonlinear ordinary differential
equations (ODEs), in this paper we consider the integrability of a system of coupled
first-order nonlinear ODEs of both autonomous and non-autonomous types. For this
purpose, we modify the original Prelle-Singer (PS) procedure so as to apply it to
both autonomous and non-autonomous systems of coupled first-order ODEs. We briefly
explain the method of finding integrals of motion (time-independent as well as time-
dependent integrals) for two and three coupled first-order ODEs by extending the PS
method. From this we try to answer some of the open questions in the original PS
method. We also identify integrable cases for the two-dimensional Lotka—Volterra
system and three-dimensional Rossler system as well as other examples including non-
autonomous systems in a straightforward way using this procedure. Finally, we develop a
linearization procedure for coupled first-order ODEs.

Keywords: nonlinear differential equations; coupled first order; integrability;
integrating factor; linearization

1. Introduction

In our previous two works (Chandrasekar et al. 2005, 2006), we have studied
in some detail the extended modified Prelle-Singer (PS) procedure (Prelle &
Singer 1983; Duarte et al. 2002), so as to apply it to a class of second- and third-
order nonlinear ordinary differential equations (ODEs) and have solved several
physically interesting nonlinear systems and identified a number of important
linearization procedures. We now wish to extend the procedure to coupled
ODEs. In the present paper, we discuss the modification and applicability of
the extended PS method to a system of first-order ODEs of both autonomous
and non-autonomous types. In subsequent papers, we will extend the procedure
to coupled second- and higher order ODEs. We are motivated by certain
open questions still prevailing in the original PS method for a system of
autonomous coupled first-order ODEs. Before discussing them and describing
how we answer them, we shall have an overview of the original PS method
and its generalizations.
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We recall that in 1983 Prelle & Singer (1983) proposed an algorithmic procedure
to find the integrating factor for the system of two autonomous first-order ODEs of
the form dz/dt = P(z, y), dy/dt= Q(z, y), where Pand @) are polynomials in z and
y with coefficients in the field of complex numbers. Equivalently it can be recast in
the form y' = dy/dz= Q(z, y)/P(z, y). Once the integrating factor for the latter
equation is determined, then it leads to a time-independent integral of motion for the
above autonomous two coupled first-order ODEs (for the single first-order ODEs,
the first integral is nothing but the general solution). The PS method guarantees
that if the given system of two coupled first-order ODEs has a first integral in terms
of elementary functions, then this first integral can be found. This method has been
generalized to incorporate the integrals with non-elementary functions (Singer
1990, 1992; Duarte et al. 2002), and some first integrals of autonomous systems of
ODEs of higher dimensions (of dimension 3) were also calculated. Man (1994)
described a method for calculating first integrals of autonomous systems which are
rational or quasi-rational, but said that ‘The generalization of this procedure to
higher dimensions to find elementary first integrals is still an open problem’. In
addition, the question about whether the PS procedure can be extended to a non-
autonomous system of first-order ODEs has not been addressed so far. Also to our
knowledge, the problem of finding time-dependent integrals for a given system of
coupled first-order ODEs through this procedure has not been taken up so far.
Further, the problem of finding both time-dependent and time-independent
integrals for a system of first-order ODEs greater than 2 in number has not been
dealt with systematically. In addition, the problem of how to linearize a given
system of coupled first-order ODEs systematically also remains to be tackled. In this
paper, we address positively all these questions and come out with valuable answers
to these problems and demonstrate the general results with suitable examples.

Firstly, in order to extend the PS method to a non-autonomous system of
first-order ODEs with the rational form dz/dt= Pi(t,z, v)/Q:(t z, y),
dy/dt= Py(t,z, y)/ Qa(t, 7, y), where Pyt z,y) and Q(t z,y), i=1, 2, are
analytic functions of z and y with coefficients in the field of complex numbers,
we develop a modified technique and derive determining equations for the
integrating factors R and K. Secondly, in the case of a coupled system of two
first-order ODESs, we observe that the integrals of motion I; and I, of the coupled
ODEs are either both time dependent or [; may be time independent, while I is
time dependent (or vice versa). Based on this observation, we analyse the
problem by splitting it into two different cases, namely (i) the solutions of the
determining equations for R and K which lead to time-independent integral(s)
and (ii) the solutions that lead to time-dependent integrals. We show that the
determining equations in the time-independent integral case coincide with those
derived by Prelle & Singer (1983) in their original paper. In the second case, we
obtain the time-dependent integral, if it exists, and from this we tackle the
second problem. Using this method we find integrable cases for the two-
dimensional Lotka—Volterra (LV) equations (given as an example) with both
time-dependent and time-independent integrals as well as certain non-
autonomous systems.

For extending the method to a coupled system of more than two first-order
ODEs, we first extend the above modified PS procedure to three coupled first-
order ODEs and propose a systematic procedure to obtain the integrating factors
R, K and M. In this case we divide our analysis into five categories. We illustrate
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this theory with two physically important examples, namely the Rossler system
and the three-dimensional LV system and identify some new integrable cases.
The method is extendable straightforwardly to a system of more than three
coupled first-order ODEs. In addition to the above, we also present a method
of finding a linearizing transformation for a system of first-order ODEs. We
illustrate the theory with certain concrete examples.

The paper is organized as follows. In §2, we develop the modified PS method
applicable for a non-autonomous system of two coupled first-order ODEs. In §3,
we describe the method of solving the determining equations and how one can
obtain compatible solutions from them. In §4 we illustrate the procedure with the
LV equation as an example and identify many integrable cases in it. We also
apply the method to non-autonomous two coupled equations. In §5, we extend
the PS procedure to non-autonomous three coupled first-order ODEs and
describe methods of solving the determining equations in §6. We emphasize the
validity of the theory with two illustrative examples arising in different areas of
physics in §7. Further, in §8 we discuss the direct applicability of the modified PS
procedure to n (greater than 3) coupled first-order ODEs. In §9, we demonstrate
the method of identifying linearizing transformations with examples. Finally, we
present our conclusions in §10.

2. PS procedure for two coupled first-order ODEs

Let us consider a system of two coupled first-order ODEs of the form

P(t Py(t d

3= 1(,%, y)’ y= 2(7$7 1/)7 <=_>7 (21)
Ql(tv z, y) QQ(tv z, y) dt

where P; and @;, i=1, 2, are analytic functions of z and y with coefficients in

the field of complex numbers. Further, we assume that the ODE (2.1) admits a

first integral I(¢, z, y)=C with C constant on the solutions, so that the total
differential becomes

dI = I, dt + I, dz + I, dy =0, (2.2)

where subscript denotes partial differentiation with respect to that variable. Let
us rewrite (2.1) in the form

Py Py
—dt—dz =0, —dt—dy = 0. 2.3
o @ 23)

Hence, on the solutions, the 1-forms (2.2) and (2.3) must be proportional.
Multiplying the first equation in (2.3) by the integrating factor R(¢, z, y) and the
second equation in (2.3) by a second integrating factor K(t, z, y) (both of which
are to be determined), we have on the solutions that

where ¢, =P,/ Q;, i=1, 2. Comparing equations (2.4) and (2.2), we have, on the
solutions, the relations

I, = (R¢, + K¢y), L, =—R and I,=-K. (2.5)
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The compatibility conditions, I;,= Ly, I;,=1, I

=12, between the equations
(2.5) provide us the conditions

Rt + d)le + ¢2Ry = _(Rd)lz + Kd)ZI)? (26)
Kt + ¢1K,L + ¢2Ky = _(R¢1y + K¢2y)7 (27)
R, =K, (2.8)

Integrating equations (2.5), we obtain the integral of motion

d
I:T1+T2_J |:K+d—y<711+?"2>:|dy, (29)

where

dz

Solving the determining equations (2.6)—(2.8) consistently, we can obtain
expressions for the functions R and K. Substituting them into (2.9) and
evaluating the integrals, we can deduce the associated integral of motion. If two
independent sets of solutions R and K for (2.6)—(2.8) are found, then they give
rise to two independent integrals for the given system of first-order ODEs (2.1),
which ensures the complete integrability of the system and obtaining explicit
general solution of the system.

n==ﬁ3¢1+ﬁ¢gm am17§=—J<R+(iUﬂ>¢u

3. Method of solving determining equations

One may note that the determining equations (2.6)—(2.8) are over-determined
and the crux of the problem lies in finding the explicit solutions satisfying all
the three determining equations, since once a particular solution is known
then the integral of motion can be readily constructed. To solve the equations
(2.6) and (2.7), we introduce a transformation

R = SK, (3.1)

where S is a function of ¢, z and y, so that the determining equations (2.6)—(2.8)
now become

St + ¢1‘9x + ¢25y = _¢2x + <¢2y_ ¢1x)S + ¢1yS27 (32)
K, +$ K, + ¢2Ky = _K(S¢1y + ¢2y)7 (3.3)
K, = SK, + KS,. (3.4)

One may observe that the equation for S, namely equation (3.2), is decoupled
from that of K (equations (3.3) and (3.4)) and so the set (3.2)—(3.4) may be easier
to analyse than solving the original ones (2.6)—(2.8) directly.

To begin with we observe that for the system of two coupled first-order ODEs
(2.1), there can be two independent integrals I; and I such that either both of
them are time dependent or I; may be time independent, while I, is time
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dependent (or vice versa). So we consider these two cases separately with
corresponding solutions S and K for equations (3.2)-(3.4). The determining
equations in the time-independent integral case (see equation (3.8) below)
coincide with the determining equation derived by Prelle & Singer (1983) in their
original paper, whereas for the time-dependent integrals case, we develop an
extended procedure to capture both the integrals, if they exist, and thereby make
the PS procedure a more powerful tool in a self-contained way.

(a) Time-independent integral

In the case I;=0, we denote I; =1 and note that the function S can be easily
fixed with the help of the first equation in (2.5), that is,

- - (3.5)

Since [ is independent of ¢, it follows from equation (2.5) that S (and also R
and K) is also independent of ¢. Indeed one can check that S=—(¢y/¢;) is a
solution of (3.2). Now substituting S=—(¢,/¢,) into (3.3), we get the following
equation for K, that is:

¢
¢1Kx + ¢2Ky = K<¢_2 ¢1y - ¢2y> . (36)

1

We now make a substitution
Ul
= , 3.7
f(z, ) 37
where f(z, y) is an arbitrary non-zero function of z and y. Then (3.6) takes the
simpler form

$1fy + ¢2fy = f(¢1m + ¢2y)- (3-8)

We note that by redefining f=1/R, equation (3.8) coincides with the
determining equation derived by Prelle & Singer (1983) for the autonomous
case of (2.1). We also mention that equation (3.8) is nothing but the one obtained
by substituting the forms of S and K given in (3.5) and (3.7) into the constraint
equation (3.4). So by solving equation (3.8), we can get the complete set
R(=SK) and K associated with equations (3.2)—(3.4).

Even though equation (3.8) is a quasi-linear PDE in two variables, the
associated characteristic equation again leads to coupled differential equations of
the form (2.1). Thus the routine methods of finding general solution of quasi-
linear PDEs are not very useful here. Here, we find particular solutions for the
determining equation (3.8) in a different way and obtain integrable cases for
the given system. For this purpose, we assume a specific functional form for
f(z, y) with unknown functions and determine the latter consistently. A simple
but effective choice is f=(A(z)+ B(z)y)", where A and B are functions of their
arguments, and r is a constant. Again the reason for choosing this form is as
follows. Since K is in a rational form, while taking differentiation or integration
the form of the denominator remains the same but the power of the denominator
decreases or increases by a unit order from that of the initial one. So instead of
considering fto be of the form f= A(z)+ B(z)y, one may consider a more general
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form f=(A(z)+ B(z)y)", where r is a constant to be determined. Depending on
the problem in hand, one can also assume a more general form and proceed as
in the present case.

Substituting now the form f=(A(z)+ B(z)y)" into (3.8), we arrive at the
following equation for the unknown functions A and B:

P 61(As + Buy) + 28| = (91 + ) (4 + By). (3.9)

Inserting the given form of ¢;’'s, i=1, 2, into the above equation (3.9) and solving
the resultant equation, one can fix the forms of A, B and r. Now plugging the
resultant form of finto equation (3.7), one can get the integrating factor K, which
in turn leads us to the other integrating factor R through the relation (3.5).
Finally, substituting R and K into equation (2.9) and evaluating the integrals,
one can deduce the time-independent integral for the given system. Since we are
dealing with a system of two first-order ODEs, this time-independent integral
itself guarantees the integrability of the given system. However, to explore the
general solution, one may seek the time-dependent second integral. We describe
the procedure in §3b.

(b) Time-dependent integral

Now we focus our attention on the case I; #0. In this case, the function S
has to be determined from equation (3.2). Since it is too difficult to solve
equation (3.2) for its general solution, we seek particular solutions for S, which is
sufficient for our purpose. In particular, we seek a simple rational expression for
S in the form

S = Al(t’ :E) +Bl(t7 fE)y’ (310)

Ay(t,z) + By(t, x)y

where A;/s and B/’s, i=1, 2, are arbitrary functions of ¢ and z, which are to be
determined. Of course this can be further generalized, if the need arises.
Substituting (3.10) into (3.2) and equating the coefficients of different powers of y
to zero, we get a set of determining equations for the functions A,’s and B;’s, i=1,
2. Solving these determining equations, we obtain explicit expressions for the
functions A;’s and By’s, i=1, 2, which in turn fixes S through the relation (3.10).

Now substituting the forms of S into equation (3.3) and solving the resultant
equation, one can obtain the corresponding forms of K. To solve the determining
equation for K, we again seek the same form of ansatz (3.7) but with explicit ¢
dependence on the coefficient functions, that is, K= S3/((A(t,z)+ B(t,z)y)"),
where Sy is the denominator of S. Once S and K are determined, then one has to
verify the compatibility of this set (S, K) with the extra constraint equation
(3.4). Now substituting R’s (=S5K) and K’s into equation (2.9) and evaluating
the integrals, one can construct the associated integrals of motion.

We note here that for a given equation (2.1) one may also get two time-
dependent integrals or one time-dependent and one time-independent integrals
(discussed earlier), which in turn automatically guarantees the complete
integrability of the given system and provides us with an explicit solution by
algebraic manipulation. On the other hand, under certain circumstances, one may
get only one time-dependent integral and one can transform this time-dependent
integral into a time-independent one and thereby establish the integrability.

Proc. R. Soc. A (2009)
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4. Two coupled ODEs: application

(a) Ezample: two-dimensional L'V system

Our motivation is to identify integrable cases and deduce both time-dependent
and time-independent integrals for a given system of two coupled first-order
ODEs through the extended PS procedure in a self-contained way.

To demonstrate this, we consider the celebrated two-dimensional L'V system

T =2(a; + bz + boy) = ¢y, J = y(as + bz + bry) = ¢, (4.1)

where the a;’s and bj;'s, i, j=1, 2, are six real parameters. This system was
originally introduced by Lotka (1920) and Volterra (1931) to model two species
competition. However, in recent years this model has appeared widely in applied
mathematics and in a large variety of physics topics such as laser physics, plasma
physics, convective instabilities, neural networks, etc. (Minorsky 1962; Brenig
1988; Murray 1989). The integrability properties of the system (4.1) alone have
been analysed by many authors; see for example Cairo & Llibre (2000) and
references therein.

In the following, we identify integrable cases in (4.1), through our procedure.

(i) Time-independent integral (I,=0)
In this case the function S can be fixed easily in the form (vide equation (3.5))

S:_@:_y(%‘i‘bmfﬂ‘i‘bmw. (4.2)
#1 z(ay + bz + biyy)
To explore the integrating factor K, we need to fix the form ffirst; see equation
(3.7). For this purpose we substitute the ¢,’s, i=1, 2, into (3.9) so that one gets
the following equation for the unknown functions A and B which constitute the
function f:

7’[35(01 + bz + bioy) (A, + Byy) + y(ag + byz + byoy) B
= (a1 + ay + (boy + 2b11)7 + (b1y + 2by9)y) (A + By). (4.3)

Equating the coefficients of various powers of y’, i=0, 1, 2, and solving the
resultant differential equations for A and B, we arrive at the following two
general expressions that involve the system parameters:

b2l(b12 - b??)(b12b21 - b11(b12_2b22))(a1(b11 - bzl)b22 + a2b11(b22 - b12)) =0, }
a1b22(b11 - 621)2(a2b12— a1b22) + a%bll(bw_ b22)(bl2b21 - bllb22) =0
(4.4)
and

_ (bu1biy + biyby; —2by1by) _ (burbig + biabyy —2by1byy)
r= or r= . (4.5)
bi1 (b2 — by2) (b1abar — b11bys)
Any consistent solution that comes out from the above expression (4.4) gives us
an integrating factor, which in turn leads us to an integral of motion. In this
sense, (4.4) forms an integrability condition of some generality, which in fact
encompasses all known integrable cases with time-independent integrals
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(Cairo & Llibre 2000; Llibre & Valls 2007). For example, while analysing
the above equation, we find that one can straightforwardly recover several
known integrable cases such as (i) bj;=boo=0, r=1, (ii) boo= b1, bj1=boy, 7=1,
(iii)) a;=as, bjo=3boa, bjy=—by;, r=—1, and (iv) a;=a,=0, 7 as given in
equation (4.5), and so on straightforwardly from equations (4.4) and (4.5) and
construct the associated integral of motion, which in turn coincides with the
existing results. However, as we are interested in constructing an integral of
motion with more general parametric choice, we do not fix any relation between
parameters (other than the general relation) and proceed further.

The respective forms of A and B are (for basbya(bao— b12) #0),

A= ((r—1g(z) + rby(a; + bllx))x((Q_T)b22+b12)/Tb12, B = Tbmbmx((?—?”)bzﬁbu)/?”blz’

so that (46)
[ = g(Z )bt bia)/ bz <(T —1)g(z) + rboy(ay + bz + b12y)>rv (4.7)

where
g(z) = (a2b12 —2a1by + ﬁ(blzbzl + b11 (b1 —2522»37)- (4.8)

Making use of the explicit forms of S and f, vide equations (4.2) and (4.7),
respectively, with the parametric restrictions (4.4), the integrating factors K and
R can be fixed as R=—(¢»/f) and K = ¢, /f. Substituting the forms R and K into
(2.9) and evaluating the integrals, we arrive at the following time-independent
integrals for (4.1) for the parametric cases (4.4) for different values of r, namely

z|(r—1
_[ :? |:( 72 )g(.'IZ)Q + [1)22(% + bllfIf + blgy) ((a2b12_ a1b22
+

b
ﬁ(bnbm — bioby)w + 512522?/))]} , r#0,2 (4'9)
2b b b _
. zz(az ;rh(;lxy;r 128) oo [m (b/2) g, y)], r=2, (4.10)
I =g /)94, 4+ 2b,2 4 by), =0, (4.11)

where h(z, y)=as+ (by1+ boy)z+2besy and g(z) is given in (4.8).

For bosbia(baa— b12) =0, one obtains known integrable cases, following the
same procedure as above. For example, let us consider the first case, which we
cited above as the known case byy=0b;;=0. For this case, one can find a trivial
solution for equation (4.3) as A=0 and B=z with r=1 so that f becomes f=zy.
The respective integrating factors R and K read as R=—((ay+ by;x)/x) and
K= ((a;+ bpy)/y), so that the associated integral of motion takes the form
I="by;z— bi2y+ as log z— ay log y. This integral is well known and has been
popular in the literature for a long time (e.g. Minorsky 1962; Prelle & Singer
1983; Murray 1989). Similarly for the case byps=0b15 and by;=by, we obtain
the integral of motion of the form I=x%y “(a;ay+ a;bypy+ agbux)(“l_“?).
In the case b5 =0, equation (4.1) becomes uncoupled and the general solution for
this case can easily be obtained.
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(ii) Time-dependent integrals (1;#0)

Now let us concentrate on the case I, #0. In this case S has to be determined
from equation (3.2), that is,

Si+ 2(ay + bz + bipy) S, + y(ag + bz + byy)S, = — by
+(((12 + lefI} + 2b22y) - (Cll + 2b11$ + b12y))S + b12$52. (412)

As we have mentioned earlier, to obtain a particular solution for the above
equation (4.12), we seek a simple ansatz for S of the form (3.10). Substituting
(3.10) into (4.12) and solving the resulting equation, we obtain non-trivial forms
of S for the following specific parametric restrictions (we omitted the uncoupled
case b12b21=0)1

b
(i) a = ay, bay — by <2— ﬁ) =0, (4.13)
bao
(ii) by = by, biy = baa, (4.14)
byob
(iii) by =t (4.15)
bia
. b12
(iv) a; = ag, by — by (2— =) #0, (4.16)
bay
and the respective S forms are
b
() s=3% () §=-7,
- (4.17)

_ yY(by1z + byyy)

bzzy .
i) §=—"= iv) S = .
( ) ( ) z(byyx + bioy)

b12ZL' ’
Now substituting the above forms of S into equation (3.3) and solving the

resultant equation, we obtain the corresponding forms of K. By making use of the
ansatz mentioned in §3b, we obtain following expressions for K:

—ast
i) K=- a9 byge™ ™2 @) K= %e(ag—al)t’
(ag + bz + byyy) Yy

(b ab
(ii) K=—z (b2/br2) exp<< 11)1222 — a2> t), (4.18)
(bllx + b12y)exp<az(bl2—bzz) (T—Q)t) x((r—2)b22)/b12

b12

(iv) (r—1) (byybyy +b11(byy —2bs)) " ’
K — _
( 12921 11\Y12 22 blll‘ b12y>

r (by —ba)z

with r being given in equation (4.5). It may be noted that the set (4.13)—(4.16)
also includes the known time-dependent integrable cases.

Once R(=SK) and K are determined, then one has to verify the compatibility
of this solution with the extra constraint (2.8), which indeed gets satisfied in each
one of the above four cases. Substituting the resultant integrating factors into
(2.9) and evaluating the integrals, we obtain the associated time-dependent
integrals of motion in the forms
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e bz + byyy)

i)(a) I= , a9 #0, 4.19

( ) ( ) ((12 + b11$ + bggy) 2 ( )
1 + (bnx + bQQy)t

b) I = . ay =0, 4.20

(b) (b1 + byy) ? ( )

W 1= Zewp(e=a)o), (421)

b
(iif) I= exp<<a11) 2 _ a2> t>:1:<b22/ hiz)y, (4.22)

12

(iv) (a) I =<(’" — 1) dsv 62> _T[“ U 22 4 o,

r d, r

_ d
X (b1 bygw + bioy — b12€1)] g{(r 2}/ e eXp(_a; ! (7”_2)07 r#0,2,
12

(4.23)

le.Z' a9 d1

2% =9
bi2y 2P

(b) I =log [Qx‘“’ﬂ/ b“)ydl} , (4.24)

)

. 2a2d1 "

(C) I = exp( b12 >l'_(2b22/b12) (b%l d2.’l?2 + b%Q d1y2 + b11b12 64.T), r = O,

where

dy = (biy — b)), er = (b + byy), dy = (b12 —2by),
dy = (biabay + b1 ), ey = (b + bppy),
dy = (biy — b)), er = (b + byy), dy = (b1 —2byy), (4.26)
dy = (biabay + b1 ), ey = (biiz + b1y),
e3 = ((biy —by1)z +24d,y), ey = (b +2dy).

Finally we note that our method not only gives us a rather general set of
integrable parametric relations (which includes all known cases) but also
provides two independent integrals from which one can deduce the general
solution for some cases.

(iii) General solutions/integrability

Interestingly, we find that for certain parametric choices, we have two
independent integrals (time independent as well as time dependent) and
consequently one can express the general solution explicitly by using both of
them. For example, let us consider the parametric choice given in (4.13) and the

Proc. R. Soc. A (2009)


http://rspa.royalsocietypublishing.org/

Downloaded from rspa.royalsocietypublishing.org on October 22, 2010

Integrability and linearization 595

associated time-dependent integrals given in (4.19) and (4.20). For this
parametric choice, that is, a;=as, ba1bos—b11(2bas— b12) =0, we can also find
the following time-independent integral from (4.9):

L= %(al + by @ + byyy) "/ (4.27)

Using the integrals I and I, the general solution for the two-dimensional LV
system, (4.1), for the parametric choice (4.13), can be written as

~ a,ltI
o(f) = ———
biay g + 52212(91) e 4
o (4.28)
y(t) = ae” 1, a, #0
- ~ — ) P 1
(buyay (g0)"2/%2) 4 byy Ig))
and
]_ I g ((b12/b22)_1)
o) =y =— 2 o (429)
L(g2) "™ — b1y g5 b (b1192 — Lr(g2) )
where a, = agbu/bﬂ)*l7 g1 = (1—1Ie™") and g,=(t+1), respectively. Further, for

the parametric choice given in (4.14), that is, by; = b1y, bjo=bys, we obtain the
general solution of the form

at ast
a1 ase a1 ag9e
o(t) = ——— ; y(t) = —— 7. ;o (4.30)
(11 12)1/( ) — ga() (1T ")) — gy(h)

where g;(t) = (a1 bye™" 4+ aybyy [1e™"). Depending on the signs and magnitudes of
the system parameters a;, ap, b1, b2 and byy, the above solutions describe
normalized interacting populations that asymptotically decay or grow or saturate.

Similarly for all the other integrable cases identified in this section, one can
derive the general solutions that are physically and mathematically relevant,
often after some manipulations. The details will be presented elsewhere.

(b) Application to non-autonomous system of first-order ODEs
As we have mentioned in §1, one of our motivations is to show that the
procedure developed in §3 is applicable to non-autonomous systems as well.

(i) Exzample 1: complex Riccati equation

To demonstrate this point in brief, let us consider the following first-order non-
autonomous equations:

&= ()z— ax()y + 81 (1)(2" =) —2B2(t)zy = ¢1(t, 2, y), } (431)
= (t)y + ax(t)z + Ba(t)(2* —y7) + 28, (ay = do(t, 7, ), .

where o,(t) and B,(t), i=1, 2, are arbitrary functions of ¢. Equation (4.31)
describes the dynamics of two interacting species with time-modulated
parameters. This coupled equation is essentially the real form of the complex
Riccati-Bernoulli equation 2= a(t)z+ 8(t)2%, where z=z+1y, a(t) = o () +ias(t)
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and B(t)=061(t) +iB2(t). Substituting the form of ¢/s, (=1, 2, into the
determining equation (3.2) and solving the latter, we obtain the following
forms for S (generalizing the ansatz (3.10)):

g = (1 — 2*)cos(w(t)) — 2zy sin(w(t))
(@ = ?)sin(w(t)) — 2ay cos(w(t)) (432)
g = (y? — 2?)sin(w(t)) + 2zy cos(w(t)) ‘
27 (g2 —a?)cos(w(t)) — 2ay sin(w(t))
where w(t) = [ ay(t)dt. Now inserting the above forms of S; and S, into equation

(3.3) and solving the resultant equations, we obtain the following inte-
grating factors:

((y* —2*)sin(w(1)) + 2y cos(w(1))),
(4.33)

((z* — y*)sin(w (1)) + 2zy cos(w(t))).

Substituting the complete sets (R;(=S;K,),K;), i=1, 2, into equation (2.9) and
evaluating the integrals, we obtain

I = W( cos(w(®)) + y sin(w(1))) + 7:(),
(4.34)
_ exp(f al(t)dt) B
L = W(I sin(w(t)) —y cos(w(1))) + v2(t)
where
v1(t) = [(B1(t)cos(w(t)) — Ba(t)sin(w(t)))exp| | e (t)dt ) dt,

vo(t) = J(BQ(t)cos((u(t)) + 81 (t)sin(w(t)))exp (J al(t)dt> dt.

From the integrals [; and I, the general solution for the equation (4.31) can be
fixed easily in the form

o(t) = % (1 = m(®)eos(@(®) + (b= pa(B)sin(w(1))),
(4.36)
y(t) = % ((11 — 71())sin(w(t)) = (I — 72(15))COS(0)(75)))7

where v3(t)=(L,—v(t))*+ (L—7(t))*>. Again depending on the nature of the
system parameters, the above solutions represent oscillatory or decaying or
growing populations.
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(ii) Ezample 2: a predator—prey equation

To demonstrate the theory for non-autonomous systems further, we consider
another example that is a non-autonomous predator—prey equation,

i =z +ye oy = ¢, § =y + yse oy = ¢y, (4.37)

where «;, 6; and v;, i=1, 2, are arbitrary parameters. Substituting the form of
¢/’s, 1=1, 2, into the determining equation (3.2) and solving the latter, we obtain
the following form for S for the parametric choice §;=08,=4:

(ag—B)y + v Play

S =— .
! (g —B)1 + yie Play

(4.38)

Now inserting the above form of S} into equation (3.3) and solving the resultant
equation, we obtain

_ —pt
K =@ ey (4.39)

Y

Substituting the forms R;(=S5;K;) and K into equation (2.9) and evaluating the
integrals, we obtain

L = (v — 71?/)67& + (o —B)log z— (o — B)log y — (ay — 1) Bt (4.40)

Unfortunately we could not find a second integral in this case. However, for the
further parametric restriction, namely & =as=a, we obtain S, of the form

Y2
Sy =——=. 4.41
s " (4.41)

Substituting S, into equation (3.3) and solving the resultant equation, we obtain
Ky = yie ™. (4.42)
Plugging the forms Ry(=SK) and K, into equation (2.9), we obtain I, as

I = (yor— ’)’1?/)6_M~ (4.43)

From the integrals I; and I, the general solution for the equation (4.37) with
oy=was=«a and B;=p0>=0 can be fixed easily in the form

Ige“t

Yo — Y1 €XP <—(Ir[2 e;_pgaiﬂ)t)))) 7

at
IQ (§]

(12 exp(=tenlien)) — y)

(4.44)

It is obvious that depending upon the signs and magnitudes of the parameters
o« and B, the general solution either decays or grows or saturates in the
asymptotic limit.
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5. PS procedure for three coupled first-order ODEs

Next, we focus our attention on a system of three coupled first-order ODEs of
the form

. P1<t>xa y,Z) . PQ(ta Z, Y, Z) . PS(tvma Y, Z)
= A 1 . N\ y == N Y 2= S N Y

Ql(t7 z, Y, Z) QQ(tJ z, Y, Z) QS(ta z, Y, Z)
where P;s and @);’s, i=1, 2, 3, are analytic functions in z, y and z with coefficients
in the field of complex numbers. Further, we assume that the ODE (5.1) admits a

first integral I(t, z, y, z) = C, with C constant on the solutions so that the total
differential becomes

(5.1)

dl =L dt+ I, dr+I,dy + I, dz = 0. (5.2)
Now let us rewrite the equation (5.1) in the form
Py Py Py
—dt—dz =0, —dt—dy =0, —dt—dz=0. 5.3
@ @ Qs (53)

Hence, on the solutions, the 1-forms (5.2) and (5.3) must be proportional.
Multiplying the first, second and third equations in (5.3) by the functions
R(t, z, vy, 2), K(t,z,y,2) and M(t, x, vy, z), respectively, which act as the
integrating factors of the corresponding equations, we have on the solutions that

Al = (R + Kby + Mepy)dt — R dz— K dy— M dz = 0, (5.4)
where ¢,= P;/ Q;, i=1, 2, 3. Comparing equations (5.4) and (5.2), we have, on the
solutions, the relations

It = (R(pbl + K¢2 + M¢3), Ir = _Ra Iy = _K7 Iz =—M. (55)

The compatibility conditions between the equations (5.5) provide us the
following determining equations for the integrating factors R, K and M:

R+ 1Ry + doR, + ¢3R, = —(Roy, + Ko, + Me3,), (5.6)

K+ ¢ K, + 0K, + ¢ K, = —(Roy, + Koy, + Mes,), (5.7)

My + ¢ M, + ¢ M, + psM, = —(Re1, + Ko, + M¢s,), (5.8)

R, = K,, R, =M, K, = M,. (5.9)

On the other hand integrating equations (5.5), we obtain the integral of motion,
I=r1+r2+r3—J [M-l—%(ﬁ-i-rz-l-m)}dz, (5.10)

where
d
r = J <R¢1 + K¢y + M¢3)dt, Ty = —J <R +£(T1)>d%

ry = —J (K T diy(n + r2)>dy.
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Naturally, for the complete integrability of equation (5.1), we require three
independent integrals and so three independent sets of integrating factors
(Ri7 Ki? Mi)7 Z=1, 2, 3

6. Method of solving determining equations

The determining equations (5.6)—(5.9) are more complicated than the two-
dimensional case discussed in §3 and so to simplify the determining equations, we
introduce the transformations

R =SM and K = UM, (6.1)

where S and U are functions of ¢, z, y and z, so that the equations (5.6)—(5.9)
become

DIU] = U(S¢1, + Uy, + ¢3,) —(S1, + Udpo, + ¢3,), (6.3)
M, = SM,+ MS,, M, = UM, + MU, (6.5)
d d d d

One may note that two of the determining equations are still in coupled form and
the transformations are natural extensions of the two coupled case. Of course, one
may also consider alternate possibilities, that is, either R= SK and M=U K or
K = SR and M = UR. However, such pOSSlblhtleS again lead to the same results.

In the two coupled case (2.1), we divided our analysis into two categories, vide
§3a (time-independent integrals) and §3b (time-dependent integrals). However,
in the present case, we divide our analysis into five categories, that is, (i) I,=0
and I, I,, I,+0, (ii) 1,=0 and I,, I,, I#0, (iii) ,=0 and I, I,, I,#0, (iv) [,=0
and I, I,, ,+0 and (v) I, I,, I, I,#+0. We intend to proceed in this way because
we observed the absence of a dynamical variable in some integrals in certain
specific dynamical systems of the type (5.1). We try to identify these cases first.
In fact, proceeding in this way, we are able to formulate a condition on the
system variables and if the given system satisfies this condition, one can conclude
that the given dynamical system has the integral without that respective
variable. Since we have four variables, t, z, y and z, we consider each one of the
cases separately and treat none of the variables being absent as the fifth
independent case.

Since we are dealing with a system of coupled three first-order ODEs, the
complete integrability is guaranteed by the presence of two time-independent
integrals (whereupon the system can be reduced to a single quadrature) or three
time-dependent ones (in which case, the solution can be obtained in an algebraic
way; Bountis et al. 1984). In the following, we will search for such integrals.
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(a) Case 1: I,=0 and I, I,, ,#0

In the case I,=0, we have R=0 (vide equation (5.5)), which in turn implies
that (i) either S=0 and M0 or (ii) S#0 and M=0 as can be seen from (6.1). In
the former case, S=0, M#0, one can easily fix the form of U, from equations
(6.2) and (6.6) as

¢31‘

¢2$ 7
On the other hand the choice M=0 and S#0 when R=0 leads to the case where
one of the dynamical variables becomes uncoupled (see equations (5.6)—(5.9)),
which effectively results in a system of two coupled first-order ODEs, which we
have already discussed. So this choice is not considered further. Inserting the
above form (6.7) into (6.3), we arrive at the condition

¢3z(¢2zt + ¢2¢2zy + ¢3¢2zz - ¢2z¢31 - ¢2m¢2y)
— Gou (D3 + Pabsyy T D330, — Posdsy — P3.03.) = 0. (6.8)

The condition (6.8) gives us the integrable cases for which the system possesses
the integrals of motion with I,=0. Now substituting (6.7) into (6.4), we
obtain the following determining equation for M:

DI = 31 (% .= 0s.). (6.9)

Again to solve equation (6.9) one has to make a suitable ansatz for M. Choosing
appropriate ansatz for M and solving the equation (6.9), one can get an explicit
form for M. Once M is known, the integrating factors can be fixed from the
relations K= UM and R=SM=0. Now plugging the forms of R, K and M into
equation (5.10) and evaluating the integrals, one can construct the integrals of
motion for the given system.

U=-—

U, = 0. (6.7)

(b) Case 2: I,=0 and I, I,, I,#0

The determining equations and conditions can be fixed in a similar manner
for this case, 1,=0 and I,, I,, I,+0, with the replacement (S, U, M, ¢1, ¢2, ¢3,
z,y, 2) = (U, S, M, ¢po, ¢1, ¢3, y, 7, 2) in the above analysis.

(¢) Case 3: I,=0 and I, I,, I,#0

In the present case with the form of the integrating factors R=SM and
K=UM, I,=0 implies M=0 and so R=0 and K=0 as well, leading to an integral
of motion, which turns out to be constant. Therefore in thls case, we consider
the other possibility R= SK and M=UK and proceed as above The final
results are obtained with the replacement (S, U, M, ¢y, ¢o, P3, 2, y,2) — (U S

K, ¢3,¢1,¢9, 2,1z, y) in case 1.
(d) Case 4: ;=0 and I, I,, #0

Next, in the time-independent case I,=0, the first equation in (5.5) gives

R __(6+8:U)

S =
M o

(6.10)
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Substituting this form of S into (6.3) and (6.4), we get the following form of
determining equations for U and M:

U
D[U] = % ( U¢1y - ¢1z) + U( U¢2z + ¢3z - ¢2y) - ¢3y7 (611)
y+ U

To solve the equations (6.11) and (6.12) we adopt the following methodology.
To start with, in order to solve (6.11), we consider U in the form

Al(m’ y) + Bl(xv y)Z

AZ(J:) y) + BQ(za y)Z

U= (6.13)

where A;'s and B/’s, i=1, 2, are arbitrary functions of z and y. Substituting (6.13)
into (6.11) and equating the coefficients of different powers of z to zero, we get a
set of determining equations for the functions A;’s and B,’s, i=1, 2. Solving these
determining equations, we obtain explicit expressions of the functions A,’s and
B/s, i=1, 2, and consequently the associated function U.

Now substituting the forms of U into equation (6.12) and solving the resultant
equation, we obtain the corresponding form of M. To solve the determining equation
for M, we again seek the ansatz of the form M = U, /((A(=, y) + B(z, y)z)") where
Uy is the denominator of U. Once U and M are fixed, then one has to verify the
compatibility of this set (S, U, M) with the constraint equations (6.5) and (6.6).
Now substituting R(=SK), K(=UM) and M’s into equation (5.10), one can
construct the associated integrals. Finally, one can proceed with a more generalized
ansatz than (6.13), if the need arises.

(e) Case 5: 1, I, 1,, I,#0

Solving the determining equations (6.2)—(6.4) is naturally more tedious with
none of the variables (t, z, y, z) absent in I, when compared with the earlier cases.
To start with, one may use the following simple ansatz to solve the determining
equations (5.6)—(5.8):

R = Al(ta z, y) + Bl(tv T, y)Z, K = A2(t7 z, y) + BQ(ta z, y)za (6 14)
M = Ay(t, @, y) + By(t, 2, y)z, '
where A;’s and B/’s, i=1, 2, 3, are arbitrary functions of ¢, z and y. Depending

on the nature of the equation (5.1), one may work with more general forms
such as a rational one.

7. Three coupled ODEs: applications

(a) Ezample: Rissler system

Let us consider the Rossler (1976) system

dz dy dz

—_— = ] — = —_— = + prmy —
Yy—2z = @1, dt T+ oy = ¢, di

dt = 0y + zz + 032 = ¢3, (71)
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where «;’s, i=1, 2, 3, are arbitrary parameters. Several works have been devoted
to the study of the dynamics of this equation. Very recently, Llibre & Zhang
(2002) and Zhang (2004) have studied equation (7.1) using the so-called Darboux
method and obtained conditions for integrability. We now apply our above
method to system (7.1) and explore new integrals, if they exist.

(i) 1,=0 and I, I,, I,%0
Substituting (7.1) into (6.8), we get

zo + g = 0. (7.2)

From equation (7.2) we conclude that a;=as=0, so that from (6.7) we get
U= — 2. The determining equation for M turns out to be

M, + zM, + 2(z + az) M, = —M(z + a3), (7.3)

in which we have taken M,=0 (since I,=0). A simple solution for (7.3) is
M=1/z Making use of the explicit forms of U and M and with the parametric
restriction a;=way=0, we conclude that R=0, K=-—1, M=1/z Now
substituting the functions R, K and M into equation (5.10) and evaluating the
integrals, we obtain the following integral of motion:

I =y + azt—log(z). (7.4)
The integral (7.4) with a3=0 has already been given by Llibre & Zhang (2002)
and Zhang (2004). The integral (7.4) with as3#0 is new to the literature, at least
to our knowledge.

(ii) 1,=0, I, 1,, L#0 and 1,=0, I, I,, 1,#0
Proceeding appropriately we could not find any integrable case in the Rossler
system belonging to these categories.
(iii) ;=0 and I, 1,, 1,#+0
In this case the function S can be fixed in the form (vide equation (6.10))
_at(rtag)zt(ztoy)U

S . 7.5
y+z (7.5)

Substituting (7.1) into (6.11), we get
_at(rtag)zt (z+ay)U

y+z
Substituting (6.13) into (7.6) and solving the resultant equations, we obtain
non-trivial forms of U for the specific parametric restriction a;=as=0a3=0
and then making use of the U forms into (7.5) we obtain (S, U;)=(z, v),
(82, Us)=(0, —2). Now substituting the forms of U into equation (6.12) and
solving the resultant equation, we obtain M;=-—1 and M,=—e Y. Now
inserting the integrating factors R;s(=S;M,), K;/s(=U;M;) and M;s, i=1, 2,
into (5.10) and evaluating the integrals, we arrive at the expressions

I = 2% +* + 22, L=z (7.7)
These two integrals have already been known (Llibre & Zhang 2002; Zhang 2004).

DIU]

(U=1)+(z+az3—ay)U. (7.6)
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(IV) It7 I:I:; Iy7 Iz#:o

In this case, substituting ¢;s, i=1, 2, 3, into (5.6)—(5.8) and solving the
resultant system of equations with the ansatz (6.14), we obtain the integrating
factors for the parametric choice ay=a3=0, that is, R=—z, K=—y, M=—1
and the corresponding integral of motion takes the form

I = (2" + 9" + 22— 2a,t). (7.8)
The integral (7.8) has also been reported by Zhang (2004).

We conclude this section by mentioning that our studies reveal that the
system (7.1) possesses a time-dependent integral for the parametric choice az+#0.

(b) Ezample 2: three-dimensional L'V system

Let us consider a three-dimensional L'V model for competition between three
populations whose dynamical evolution is determined by the following equations
(Cairo 2000):

T =z(q +ax+by+cz), ¥=ylay+ ax+ by + cy2), (7.9)
z = z(az + agx + byy + c32), '

where «;, a;, b; and ¢;, =1, 2, 3, are arbitrary parameters. Needless to say, the
three-dimensional LV system is one of the challenging problems and a testing
ground for several analytical methods. In the following, we identify the integrals
of motion for certain specific parametric choices in (7.9) using the procedure
given above. For the purpose of demonstration, in the following we present our
results only for a couple of cases and a detailed analysis will be presented separately.

(i) Case 1
For the parametric choice a,=a, b;=0, and ¢,= =1, 2, 3, we ﬁnd the
following three complete sets of integrating factors (R,, K 5 M), i=1, 2,
- t t
R =0, K, = exp( (e : ap)t)z M, = _exp((o3 — o) )
) )
exp((a3 — ay)t)z exp((a3 — ay)?)
Ry = Ky=0, My=-—
2 2 ) 2 ) 2 - ) (710)
eoqth Y, 2 eoqt ealt
RBZ_#v K3 = a3 , Mz =y
x ax ax

where h(y, 2) = (o3 + bazy+ cazz). Now substituting the functions R, K and M
into equation (5.10), one can obtain the following integrals of motion:

I - exp((ay — ag)t)z j- exp((aq — ag)t)z
1 — ) 2 )

Y o (7.11)
e (oo + ayazar + ooz by + aqaycz)

I3:

x
From the integrals I;, I, and I3, we can deduce the general solution for the
equation (7.9) for the parametric choice a;=a, b;=b, and ¢;=c¢, i=1, 2, 3, of
the form
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\
alagagfle“lt

ISIl - (aOZQagIlealt + ba1a3_[2€a2t + Ca1a211[2€a3t) ’
. (X10120[3]26a2t
LI — (acyas [ et + bajag hLe®! + cajan [ Le®!)’

(1)

y(t) (7.12)

(t) 0[10{20{3]1[26a3t
2(t) = )
LI — (acgazlie®! + boyaghe®' + cajay ) Le™') ™

For the above choice of parameter, the system (7.9) is a completely integrable one.

(ii) Case 2

For the parametric choice a;=a, i=1, 2, 3, a3/3=—a/2=a;, ¢;=—c3,
by= —bs and ¢, = b,=0, we obtain two complete sets of integrating factors of the
form

Ry =e Mty K =2 Wy, M, = e 10

Ry = alay<6a1x—3qz + 2 <y— ﬂz))e_?"”,
“ (7.13)

4
K, = a(3a%x2 + b3y + ayx(4by — clz<3 +—bly)>e_3“t,
%

My =—aycizy(3a + 20y y)e 3%,

Now substituting the integrating factors R, K and M into equation (5.10), one can
obtain the corresponding integrals of motion, namely

I =e "y,
2 1
I, =e 3 <aa1$y (SClz—3a1I—2b1y +—10 clyz> —3 b%y?’) : (7.14)
o

We could not find the third integrating factor (Rs, K3, M3) within our ansatz,
(6.14), and further detailed exploration is needed to conclude whether it exists or
not, and to find the third integral if it exists.

8. PS procedure for n (greater than 3) coupled first-order ODEs

The above procedure to find integrating factors and integrals can be extended in
principle to a system of n coupled first-order ODEs (n>3). In this case, we get n
determining equations for the n integrating factors along with n(n—1)/2
constraint equations, which one can solve algorithmically by following the above
procedure. Further, the same procedure can also be applied in principle to any
higher order as well as coupled higher order equations. This is because, any
higher order equation can always be rewritten equivalently as a system of first-
order ODEs. For example, the second-order equation = f(&, z, t) can be written
in the first-order form as & =y, y = f(y, z, t). Then the determining equations for
this first-order form, namely equations (3.2)—(3.4), can be related to the
determining equations (2.6)—(2.8) given by us earlier (Chandrasekar et al. 2005)
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for the second-order form # = f(%, z, t). However, one has to note that each one of
the procedures has its own merits and demerits, for example in constructing non-
standard Hamiltonian structures. Similarly, a straightforward first-order form
for the third-order equation #= f(Z,2,z,t) is t=vy, y=2, 2= f(z, y,2,1t). In
this case as well the determining equations for the first-order form can be
related to that of the third-order ODEs as given by us earlier (Chandrasekar
et al. 2006). Again analysing third-order equations as such has its own practical
advantages. This analogy can also be extended to coupled higher order equations
as well in principle, though in the actual analysis one may have to make a
judicious choice of which one of the methods is advantageous for investigating
the integrability aspects.

9. Linearization

In this section, we describe a procedure to deduce the linearizing transformations
from the known integrals and illustrate the theory with an example.
Let us assume that equation (2.1) admits the following integral:

I =F(z, y,t). (9.1)
Now let us split the function F; in the form
1 d

I=F————G(t . 2

Now we identify the function G; as the new dependent variable and the integral
of G, over time as the new independent variable, that is,

t
w= G(t,z, y), T =J Gy(t', z, y)dt'. (9.3)
0

We note here that the integration on the right-hand side of (9.3) leading to 7 can
be performed provided the function G, is an exact derivative of #, that is,
Gy=(d/dt)7(t,z, y) = @7, + §7,+ 7. In terms of the new variables, equation
(9.2) can be modified to the form

I=F (i—f) (9.4)

Inverting the relation (9.4) suitably, one can obtain a linear equation,

dw .
— =] 9.5
o (95)
where I is a constant. Or equivalently
dw - du
—=u=1 —=0. 9.6
ar T h dr (96)

Equation (9.6) is the corresponding linear equation of (2.1). From equations (9.3)
and (9.6), we have the following linearizing transformation for (2.1):

A~ t A
w= G (t,z,y), u=F(z,yt), 7= J Go(t', x, y)dt'. (9.7)
0
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In this case, the new variables w, v and 7 help us to transform the given system of
coupled first-order nonlinear ODEs into a linear system of coupled first-order
ODEs, which in turn leads to the solution by trivial integration. The above
procedure can also be extended to more than two coupled first-order ODEs
straightforwardly and we do not present the details here.

(a) Ezample 1

To illustrate the underlying ideas, let us consider the two-dimensional LV
system (4.1) with the specific parametric choice, b;;= by and bis= by, namely

& = z(a; + bnz + bypy), ¥ =ylag + bz + byny). (9.8)
Let us consider the following first integral for equation (9.8), namely
Y
I= ;exp((al — a9)t). (9.9)
Now rewriting equation (9.9) using (9.8) in the form (9.2), we get
1 d[/1 b
[=———¢® (=42 )ent|, 9.10
by dt [(x a)* (9.10)
Then Lo )
w= <—+£)e’“t, T =—-22e% (9.11)
T o ay

From equations (9.11), (9.9) and (9.6), we have the following linearizing
transformation for (9.8):

1 b b
w= (—+£>ew, w="Lexp((a—ap)t), T=—"2e".  (912)
T a T )

In this case the new variables w, u and 7 help us to transform the given system
of coupled first-order nonlinear ODE, (9.8), into a linear system of coupled
first-order ODEs of the form (9.6). The general solution can then be straight-
forwardly deduced.

(b) Ezample 2

Similarly, for the specific parametric choice a;=as=0, bjo= — by, and
b1 =3b11, equation (4.1), that is,
T = z(byz + b2y), ¥ = y(3by7— bioy), (9.13)

can be transformed to linear equation of the form (9.6) by the following
linearizing transformations (for the integral see equation (4.20)):

w=lt2— (biay + by 2) 1

, Uu=t+-—-, T=1. 9.14
2 2b11x(b12y_ 5111?)2 biz— bioy ( )

10. Conclusion
In this paper, we have modified the PS procedure such that it is applicable to
both autonomous as well as non-autonomous systems of coupled first-order ODEs.

We have also developed systematic procedures for finding both time-independent
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and time-dependent integrals for them. From this analysis, we have answered the
following open questions. (i) How can the PS method be extended to a non-
autonomous system of coupled first-order ODEs? (ii) How to find the second or
the time-dependent integrals for the given coupled first-order ODEs? (iii) How
can this procedure be generalized to higher dimensions in order to find first
integrals? We have also shown that the determining equations for the time-
independent integral in the two coupled equations of our method coincide with
the determining equations derived by Prelle and Singer in their original paper.
We have illustrated this procedure with physically interesting examples, namely
the two-dimensional LV system, Rossler system and three-dimensional LV
system and identified several integrable cases. Further, we have developed a
linearization procedure for coupled first-order ODEs. Finally, we note that the
procedures that we have developed in this paper, namely both the extended PS
procedure and linearization, can also be extended to any number of coupled first-
order ODEs.

The work of M.S. forms part of a research project sponsored by National Board for Higher
Mathematics, Government of India. The work of M.L. forms part of a Department of Science
and Technology, Government of India-sponsored research project and is supported by a DST
Ramanna Fellowship.
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