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#### Abstract

Let ( $X, Y$ ) be a random vector such that $X$ is $d$-dimensional, $Y$ is real valued, and $\theta(X)$ is the conditional $\alpha$ th quantile of $Y$ given $X$, where $\alpha$ is a fixed number such that $0<\alpha<1$. Assume that $\theta$ is a smooth function with order of smoothness $p>0$, and set $r=(p-m) /(2 p+d)$, where $m$ is a nonnegative integer smaller than $p$. Let $T(\theta)$ denote a derivative of $\theta$ of order $m$. It is proved that there exists estimate $\hat{T}_{n}$ of $T(\theta)$, based on a set of i.i.d. observations $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$, that achieves the optimal nonparametric rate of convergence $n^{-r}$ in $L_{q}$-norms ( $1 \leqslant q<\infty$ ) restricted to compacts under appropriate regularity conditions. Further, it has been shown that there exists estimate $\hat{T}_{n}$ of $T(\theta)$ that achieves the optimal rate $(n / \log n)^{-r}$ in $L_{\infty}$-norm restricted to compacts. © 1991 Academic Press, Inc.


## 1. Introduction

Consider a regression setup with a $d$-dimensional random regressor $X$ and a real valued response variable $Y$, which satisfy $Y=\theta(X)+\varepsilon$. Here, $\varepsilon$ is an unobservable random variable assumed to be independent of $X$, and $\theta$ is an unknown function to be estimated from a set of i.i.d. observations $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{n}, Y_{n}\right)$. In usual regression problems, $\varepsilon$ is assumed to have mean 0 , and that makes $\theta(X)$ the conditional mean of $Y$ given $X$. On the other hand, in quantile regression [21,25], the $\alpha$ th quantile ( $\alpha$ is a fixed number such that $0<\alpha<1$ ) of $\varepsilon$ is assumed to be at 0 , and $\theta(X)$ becomes the conditional $\alpha$ th quantile of $Y$ given $X$. Of particular importance is the case when $\alpha=\frac{1}{2}$ in which case $\theta(X)$ becomes the conditional median of $Y$ given $X$. It is well known that the estimates constructed by using the
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method of least squares in usual regression problems are not very robust and are very badly affected by the presence of outlying observations in the data (see [20, 22, 23, 25, 33] for detailed discussions). Also, the least squares estimates often turn out to be quite inefficient when the random error $\varepsilon$ follows a non-normal probability distribution. One of the major motivations behind looking at the regression quantiles is to make the usual regression robust and to extend the techniques of $L$-estimation to the regression context from location problems with univariate data (see [4, 31, 41, 42]).

In the case of a finite dimensional linear parametric model for $\theta$, it is assumed that $\theta$ is a member of a fixed finite dimensional vector space of real valued functions. In that case, the problem of estimating $\theta$ boils down to the problem of estimating a finite dimensional Euclidean parameter. The $\sqrt{n}$-consistency and the asymptotic normality of the quantile regression estimates in linear parametric models have already been established by several people [25, 31, 27, 41, 42]. Others [1, 10] have investigated the almost sure behavior and strong consistency of minimum $L_{1}$-norm and other related estimates in the context of linear regression. Stone in his 1982 paper on "Optimal Global Rates of Convergence for Nonparametric Regression" raised the question whether the optimal nonparametric rates of convergence are achievable in the estimation of the conditional median function of $Y$ given $X$. He was motivated by the idea of making the nonparametric regression robust. In this paper, we will provide an affirmative answer to the above question (see also [40]) by constructing nonparametric estimates for the conditional quantile function (which is assumed to be suitably smooth) and its derivatives and showing that, under mild regularity conditions, such estimates achieve the optimal nonparametric rates of convergence in $L_{q}$-norms $(1 \leqslant q \leqslant \infty)$ restricted to compact sets. Stone [36] (see also [35]) obtained the lower bounds for the global rates of convergence for nonparametric estimates of a regression function and its derivatives. It is clear from his work that these lower bounds apply also to the nonparametric estimates of conditional quantile functions. In fact, the lower bounds are determined by the local behavior of the Kullback-Leibler divergence for the family of conditional distributions [43] or, more broadly speaking, by the "geometry" of the problem [14]. Results presented in this paper do not require any moment condition on the random error $\varepsilon_{i}$, whereas Stone [36] did use such a condition. It implies that the estimates discussed here will perform well even if the $\varepsilon_{i}$ 's have a distribution with heavy tail(s) and they will be resistant to outliers among $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n}$ (see also [3, 11, 12, 16, 17, 18, 19, 24, 28, 29, 39]).

The estimates discussed in this paper are polynomial smoothers constructed following the idea of bin smoothers or the histogram type estimates. After obtaining the data $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{n}, Y_{n}\right)$, we first
split the compact set, on which the estimate for the conditional quantile function is to be constructed, into an appropriate number of bins of equal size. Then a polynomial in $X$ of suitable degree (depending on the assumed amount of smoothness of the function being estimated) is fitted to the data points that fall inside a bin using the loss function $H_{\alpha}(t)=|t|+(2 \alpha-1) t$ (see $[25,34,15]$ ) with each bin being treated separately. Note that in the case of estimating the location parameter based on univariate data, the estimate constructed by minimizing the loss $H_{\alpha}$ is nothing but the sample $\alpha$ th quantile (just as the estimate constructed by minimizing the squared error loss is the sample mean, and the estimate constructed by minimizing the absolute error loss is the sample median). The number of bins chosen will depend on the sample size, the dimension of $X$, and the assumed amount of smoothness of the unknown conditional quantile function. As it is typical in nonparametric function estimation, this involves a subtle and complex form of "bias versus variance game." One of the main objectives here is to gain theoretical insights into the asymptotic behavior of nonparametric estimates of regression quantiles constructed through piecewise polynomial fits. The piecewise polynomial nature of the estimates makes them discontinuous at the boundaries of the chosen bins. One resolution of this problem is to smooth out these estimates by weighted averaging with appropriately chosen weights without affecting their optimal asymptotic properties. Such estimates have been constructed and thoroughly discussed in Chaudhuri, Huang, Loh, and Yao [9] in the context of regression function estimation via recursive partitioning.

## 2. Description of the Estimates for Conditional Quantile Function and Its Derivatives

Suppose that $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{n}, Y_{n}\right)$ are i.i.d. observations, where the $Y_{i}$ 's are real valued and the $X_{i}$ 's are $d$-dimensional. We assume that $Y_{i}=\theta\left(X_{i}\right)+\varepsilon_{i}$, where $\varepsilon_{i}$ is independent of $X_{i}$ and has a distribution with 0 as the $\alpha$ th quantile. Note that the assumption that $\varepsilon_{i}$ has the $\alpha$ th quantile at 0 is only a centering assumption to fix the idea and simplify notations. One can always make 0 to be the $\alpha$ th quantile of the common distribution of the $\varepsilon_{i}$ 's by addition of a common constant to the $\varepsilon_{i}^{\prime}$ 's and subtraction of the same constant from $\theta$, if necessary.

For $u=\left(u_{1}, \ldots, u_{d}\right)$, a $d$-dimensional vector of nonnegative integers, let $D^{u}$ denote the differential operator $\partial^{[u]} /\left(\partial x_{1}^{u_{1}} \cdots \partial x_{d}^{u_{d}}\right)$, where $[u]=$ $u_{1}+\cdots+u_{d}$.

Let $\mathbf{V}$ be a nonempty open subset of $R^{d}$ and || denote the usual Euclidean norm. Let $C$ be a fixed compact subset of $\mathbf{V}$. For a fixed non-
negative integer $k$ and real numbers $c$ and $\gamma$ such that $c>0$ and $0<\gamma \leqslant 1$, let $\Theta(c, k, \gamma)$ be the collection of all functions $\theta$ on $\mathbf{V}$ satisfying
(i) $D^{u} \theta(x)$ exists and is continuous in $x$ for all $x \in \mathbf{V}$ and $[u] \leqslant k$, and
(ii) $\left|D^{u} \theta\left(x_{1}\right)-D^{u} \theta\left(x_{2}\right)\right| \leqslant c\left|x_{1}-x_{2}\right|^{v}$ for all $x_{1}, x_{2} \in \mathbf{V}$ and $[u]=k$.

So, the functions in $\Theta(c, k, \gamma)$ are continuously differentiable up to order $k$ on $\mathbf{V}$, and their $k$ th derivatives are uniformly Holder continuous with exponent $\gamma$ on $\mathbf{V}$. We refer to $p=k+\gamma$ as the order of smoothness of the functions in $\Theta(c, k, \gamma)$. We assume that the conditional quantile function of $Y$ given $X$ is a member of the family $\Theta(c, k, \gamma)$ for some fixed $c, k$, and $\gamma$ (see $[35,36,13]$ ). Let $T(\theta)=D^{u} \theta$, where $[u]=m \leqslant k$. An estimate $\hat{T}_{n}(x)$ of $T(\theta)(x)$ will now be described for $x \in C$.

From now on, assume that $C=[-0.5,0.5]^{d}$. Note that there is no loss of generality in assuming $C=[-0.5,0.5]^{d}$. Any compact subset of $\mathbf{V}$ can be covered by a union of finitely many $d$-dimensional rectangles (i.e., $d$-fold products of compact intervals of real line) in $\mathbf{V}$ such that any two of these rectangles will either be disjoint or intersect only at their boundaries. The purpose of assuming $C=[-0.5,0.5]^{d}$ is to simplify notations and thereby making the proofs more readable. For general $C$, one only needs to do some trivial modifications of the arguments given here. Let $J_{n}$ be a sequence of positive integers, which tend to $\infty$ as $n$ tends to $\infty$, and set $\delta_{n}=1 / J_{n}$. The choice of $J_{n}$ will be described later. Split the cube $C=[-0.5,0.5]^{d}$ into $J_{n}^{d}$ smaller subcubes of equal size each with side length $\delta_{n}$ and having the boundaries parallel to the standard coordinate hyperplanes in $R^{d}$. Let $C_{n, r}$, where $1 \leqslant r \leqslant J_{n}^{d}$, be a typical such subcube with center at $x_{n, r}$. Define random sets $S_{n, r}$ in terms of the data as $S_{n, r}=$ $\left\{i: 1 \leqslant i \leqslant n, X_{i} \in C_{n, r}\right\}$ and set $N_{n, r}=\#\left(S_{n, r}\right)$.
Let $A$ be the set of all $d$-dimensional vectors $u$ with nonnegative integral components such that $[u] \leqslant k$ and set $s(A)=\#(A)$. Let $\beta=\left(\beta_{u}\right)_{u \in A}$ be a vector of dimension $s(A)$. Also, given $x_{1}, x_{2} \in R^{d}$, define $P_{n}\left(\beta, x_{1}, x_{2}\right)$ to be the polynomial $\sum_{u \in A} \beta_{u}\left[\left(x_{1}-x_{2}\right) / \delta_{n}\right]^{u}$. Here, if $z=\left(z_{1}, \ldots, z_{d}\right)$ is an element of $R^{d}$ and $u=\left(u_{1}, \ldots, u_{d}\right)$ is a vector of nonnegative integral components, we set $z^{u}=\prod_{i=1}^{d} z_{i}^{u_{i}}$ with the convention that $0^{0}=1$. Let $\hat{\beta}_{n, r}$ be a minimizer of

$$
\sum_{i \in S_{n, r}} H_{\alpha}\left[Y_{i}-P_{n}\left(\beta, X_{i}, x_{n, r}\right)\right],
$$

where $H_{\alpha}(t)=|t|+(2 \alpha-1) t$. Since $0<\alpha<1, H_{\alpha}(t)$ tends to $\infty$ as $|t|$ tends to $\infty$. Therefore, the above minimization problem always has a solution. In view of Theorem 3.1 below, one does not need to worry about the uniqueness of $\hat{\beta}_{n, r}$ as long as one is interested in asymptotic results and
$k \geqslant 1$. On the other hand, when $k=0$ the polynomial $P_{n}\left(\beta, x_{1}, x_{2}\right)$ reduces to a constant and $\beta$ becomes a real number. In this case, as $n$ increases, the solution set for the above minimization problem will eventually turn out to be a compact interval and $\hat{\beta}_{n, r}$ can be defined to be the right or the left end point of that interval, so that $\hat{\beta}_{n, r}$ becomes a local quantile of the $Y$ values for which the $X$ values fall in the cube $C_{n, r}$. The existence and the uniqueness of regression quantile estimates in linear parametric models have been discussed in Koenker and Bassett [25]. Algorithms to compute regression quantiles exploiting simplex method have been developed and studied in Wellington and Narula [44], Narula and Wellington [30], Koenker and D'Orey [26] (see also [5]).

For $x$ in the interior of $C_{n, r}$, we will set $\hat{T}_{n}(x)=D^{u} P_{n}\left(\hat{\beta}_{n, r}, x, x_{n, r}\right)$. Here the differential operator $D^{u}$ acts by differentiating with respect to the second argument $x$. For a point, which lies on the boundary of several subcubes, one can define $\hat{T}_{n}$ as the simple average of the different values that arise from different subcubes having the point in question as a common boundary point.

## 3. Main Results

From now on, for two sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ of positive real numbers, the notation $a_{n}{ }^{\sim} b_{n}$ will mean that $a_{n} / b_{n}$ tends to 1 as $n$ tends to $\infty$. Given a real valued function $g$ on $V$, define $\|g\|_{\infty}=\sup _{x \in C}|g(x)|$. Also, for $1 \leqslant q<\infty$, we set $\|g\|_{q}=\left[\int_{C}|g(x)|^{q} d x\right]^{1 / q}$.

In order to derive asymptotic results about the estimate $\hat{T}_{n}$, we need to impose some conditions on the distributions of $X_{i}$ and $\varepsilon_{i}$.

Condition 3.1. The distribution of $X_{i}$ is absolutely continuous on $\mathbf{V}$ with a density $w$ that is continuous and positive on $\mathbf{V}$.

Condition 3.2. $\varepsilon_{i}$ has a density $f$ that is continuous and positive in an open neighborhood around 0 .

ThEOREM 3.1. Let $J_{n}$ be a sequence of positive integers such that either $J_{n}{ }^{\sim} n^{\lambda}$ or $J_{n}{ }^{\sim}(n / \log n)^{\lambda}$, where $0<\lambda<1 / d$. Also, assume that $\varepsilon_{i}$ has a continuous distribution and Condition 3.1 is satisfied. Then, there exists event $C_{n}$ defined in terms of $X_{1}, \ldots, X_{n}$ such that
(i) $P\left(\lim \inf C_{n}\right)=1$.
(ii) Let $E_{n}$ be the event that $\hat{\beta}_{n, r}$ defined in the construction of $\hat{T}_{n}$ exists uniquely for each $r$ with $1 \leqslant r \leqslant J_{n}^{d}$. Then, if $k \geqslant 1$, there is a positive integer $N_{0}$ depending on $k, d$, and $\lambda$ such that for $n \geqslant N_{0}$, the conditional probability of $E_{n}$ given that $C_{n}$ has occurred is 1.

Theorem 3.2. Set $\lambda=1 /(2 p+d)$ and $r=(p-m) /(2 p+d)$, and let $J_{n}{ }^{\sim}(n / \log n)^{\lambda}$. Then, under Conditions 3.1 and 3.2, we have the following.
(i) There exists a constant $K_{1}>0$ ( $K_{1}$ depends on $f$, w, and $c$ ) such that

$$
\lim _{n} \sup _{\theta \in(c, k, \gamma)} P_{\theta}\left[\left\|\hat{T}_{n}-T(\theta)\right\|_{\infty}>K_{1}(n / \log n)^{-r}\right]=0 .
$$

(ii) For $\theta \in \Theta(c, k, \gamma),\left\|\hat{T}_{n}-T(\theta)\right\|_{\infty}$ is almost surely $O\left[(n / \log n)^{-r}\right]$ as $n$ tends to $\infty$.

Theorem 3.3. Let $\lambda$ and $r$ be as in Theorem 3.2 and suppose that $J_{n}{ }^{\sim} n^{\lambda}$. Then, under Conditions 3.1 and 3.2, we have the following.
(i) There exists a constant $K_{2}>0\left(K_{2}\right.$ depends on $f$, w, and $\left.c\right)$ such that

$$
\lim _{n} \sup _{\theta \in \theta(c, k, \gamma)} P_{\theta}\left[\left\|\hat{T}_{n}-T(0)\right\|_{q}>K_{2} n^{-r}\right]=0 \quad(1 \leqslant q<\infty) .
$$

(ii) For $\theta \in \Theta(c, k, \gamma),\left\|\hat{T}_{n}-T(\theta)\right\|_{\infty}$ is almost surely $O\left(n^{-r} \sqrt{\log n}\right)$ as $n$ tends to $\infty$.

## 4. Discussion

(1) The rates of convergence obtained in Theorem 3.2 and in (i) in Theorem 3.3 are optimal by Stone [36]. In the special case when $\alpha=\frac{1}{2}$, these two theorems answer question 4 raised by Stone [36] regarding the attainability of the optimal global rates of convergence in the nonparametric estimation of conditional median. Troung [40] provided a partial answer to this question considering the special case $p=1$ and using local median type estimators. Asymptotic behavior of point-wise estimates of a conditional quantile function and its derivatives are explored in Chaudhuri [6].
(2) Condition 3.2 amounts to assuming that the distribution of the random error $\varepsilon_{i}$ has a density which is continuous and positive in a neighborhood of its $\alpha$ th quantile. This is satisfied by all classical examples of probability density functions. As it will be clear from the proof of Theorem 3.1, one needs Condition 3.1 (see Stone [36]) to ensure sufficiently many observations (at least asymptotically) in each of the cubes $C_{n, r}$ defined in the construction of $\hat{T}_{n}$. This is an important requirement for $\hat{T}_{n}$ to achieve the optimal global rates.
(3) In order to understand some intuitive ideas behind the proofs of the theorems stated in Section 3, consider Theorem 3.3, where $J_{n}$ has been chosen to be of order $n^{1 /(2 p+d)}$. Any function $\theta$ in $\Theta(c, k, \gamma)$ can be expanded in $C_{n, r}$ using Taylor series around $x_{n, r}$ up to terms involving the $k$ th order derivatives, and the remainder term in that expansion will be of order $n^{p /(2 p+d)}$. The construction of $\hat{T}_{n}$ uses approximation of $\theta$ by a polynomial in each of the cubes $C_{n, r}$, and the remainder term mentioned above may be viewed as a cause of error ("bias") in this approximation procedure. On the other hand, under Condition 3.1, one would expect that $N_{n, r}$ defined in the construction of $\hat{T}_{n}$ will be of order $n^{2 p /(2 p+d)}$ (see [36]). Hence, in view of the way $\hat{\beta}_{n, r}$ is defined in the construction of $\hat{T}_{n}$, it is natural to expect that under appropriate conditions, this vector will estimate the coefficients (scaled by $\delta_{n}$ ) in the Taylor expansion (in the cube $C_{n, r}$ around the point $x_{n, r}$ ) of $\theta$ with an error ("variance": caused by the random noise $\varepsilon$ present in the data) of order $n^{-p /(2 p+d)}$. So, one can expect that $\hat{T}_{n}$ will achieve the optimal rate of convergence globally. The idea used here is close to that of Stone [35, 36]. However, the "bias-variance trade-off" is more complicated here than in his work on non-parametric regression. A major source of complication is the non-linear nature of the estimates obtained by using the loss function $H_{\alpha}(t)$ instead of the method of least squares. These ideas will be more clear from the proofs in Section 5.
(4) A serious problem in nonparametric function estimation is data sparseness in high dimension (the "curse of dimensionality"). This is reflected in the slow rates of convergence for nonparametric estimates when the dimension $d$ of the regressor $X$ is high. Stone's work on "dimensionality reduction principle" $[37,38]$ motivates the following question. Suppose that the conditional quantile function $\theta(x)$ of $Y$ given $X=x$ can be written as $\theta(x)=\theta_{1}\left(x_{1}\right)+\cdots+\theta_{d}\left(x_{d}\right)$, where $x=\left(x_{1}, \ldots, x_{d}\right) \in R^{d}$ and each $\theta_{i}$ $(1 \leqslant i \leqslant d)$ is a real valued smooth function of a single real variable. Then, is it possible to construct estimates of $\theta$ or its derivatives that will achieve the same rates of convergence as the optimal non-parametric rates of convergence when $d=1$ ?

## 5. Proofs of the Theorems in Section 3

Before going into the proofs of the theorems in Section 3 we need to introduce some notations and prove a few preliminary results. Let $A(d, k)$ be the set of all $d$-dimensional vectors $u$ with nonnegative integral components such that $0<[u] \leqslant k$. Note that $A(d, k)=A-\{(0,0, \ldots, 0)\}$, where $A$ is as defined in the construction of $\hat{T}_{n}$ in Section 2. Let $s(d, k)=\# A(d, k)=\#(A)-1=s(A)-1$. For $x \in R^{d}$, write $x(d, k)$ for the $s(d, k)$-dimensional vector $\left(x^{u}\right)_{u \in A(d, k)}$.

Proposition 5.1 (An extended version of the Riemann-Lebesgue lemma). Let $g$ be a complex-value function on $R^{d}$ such that $\int_{R^{d}}|g(x)| d x<\infty$ and $\phi=\left(\phi_{u}\right)_{u \in A(d, k)}$ be an element of $R^{s(d, k)}$. Then

$$
\lim _{|\phi| \rightarrow \infty} \int_{R^{d}} \exp \{i\langle\phi, x(d, k)\rangle\} g(x) d x=0
$$

Here $i^{2}=-1,| |$ is the usual Euclidean norm, and $\langle$,$\rangle is the usual$ Euclidean inner product.

Proof. First note that it is enough to prove the assertion when $g$ is a probability density function on $R^{d}$. The proof will be given by induction on $d$ and will make use of the standard Riemann-Lebesgue lemma. Assume that $d=1$ and in this case, $x(d, k)=x(1, k)=\left(x, x^{2}, \ldots, x^{k}\right), A(d, k)=$ $A(1, k)=\{(1),(2), \ldots,(k)\}$ and $s(d, k)=s(1, k)=k$. Also, for $\phi \in R^{k}$, $\int_{R} \exp \{i\langle\phi, x(1, k)\rangle\} g(x) d x$ is the characteristic function of the random vector ( $X, X^{2}, \ldots, X^{k}$ ), where $X$ is a random variable with probability density function $g$. Hence, if $k=1$, the assertion in the proposition actually reduces to the ordinary Riemann-Lebesgue lemma. For $k>1$, let $X_{1}, X_{2}, \ldots, X_{k}$ be $k$ i.i.d. random variables each with probability density function $g$ and form the $k$-dimensional random vector $Y=\left(\sum_{i=1}^{k} X_{i}\right.$, $\left.\sum_{i=1}^{k} X_{i}^{2}, \ldots, \sum_{i=1}^{k} X_{i}^{k}\right)$. Then, since the transformation from $R^{k}$ into $R^{k}$ that maps $\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ into $\left(\sum_{i=1}^{k} x_{i}, \sum_{i=1}^{k} x_{i}^{2}, \ldots, \sum_{i=1}^{k} x_{i}^{k}\right)$ is smooth and has a Jacobian that vanishes only on a set of Lebesgue measure 0 , the random vector $Y$ must have a probability density $h$ (say). Hence, again by the standard Riemann-Lebesgue lemma, we have that

$$
\lim _{|\phi| \rightarrow \infty} \int_{R^{k}} \exp \{\langle i \phi, y\rangle\} h(y) d y=0
$$

The proof for the case $d=1$ is now complete by noting that

$$
\int_{R^{k}} \exp \{\langle i \phi, y\rangle\} h(y) d y=\left[\int_{R} \exp \{\langle i \phi, x(1, k)\rangle\} g(x) d x\right]^{k}
$$

Assume now that the assertion in the proposition is true for dimension $=d-1$. Define $g_{d}$, a function on $R$, as

$$
g_{d}\left(x_{d}\right)=\int_{R^{d-1}} g\left(x_{1}, x_{2}, \ldots, x_{d-1}, x_{d}\right) \prod_{l=1}^{d-1} d x_{l}
$$

So, $g_{d}$ is the marginal probability density of the $d$ th coordinate obtained from the joint probability density $g$. Set $g^{*}=g / g_{d}$ on the set in $R^{d}$ on which the $d$ th coordinate is such that $g_{d} \neq 0$. Then $g^{*}$ is the conditional
density of the first $d-1$ coordinates after fixing the $d$ th coordinate. Define $A^{* *}(d, k)$ to be the set $\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$, where $u_{j}$ is the $d$-dimensional vector $(0,0, \ldots, 0, j)$. Then consider the set $A^{*}(d, k)=A(d, k)-A^{* *}(d, k)$, and let $s^{*}(d, k)=\# A^{*}(d, k)=s(d, k)-k$. For $\phi \in R^{s(d, k)}$ and $x \in R^{d}$, define $\phi^{*}=\left(\phi_{u}\right)_{u \in A^{*}(d, k)}$ and $x^{*}(d, k)=\left(x^{u}\right)_{u \in A^{*}(d, k)}$. So, $\phi^{*}$ and $x^{*}(d, k)$ are elements of $R^{s^{*}(d, k)}$. With these notations in hand, we can write

$$
\begin{align*}
\int_{R^{d}} & \exp \{i\langle\phi, x(d, k)\rangle\} g(x) d x \\
& =\int_{R}\left[\exp \left\{i \sum_{j=1}^{k} x_{d}^{j} \phi_{u_{j}}\right\}\right] \Psi\left(\phi^{*}, x_{d}\right) g_{d}\left(x_{d}\right) d x_{d} \tag{5.1}
\end{align*}
$$

where

$$
\begin{equation*}
\Psi\left(\phi^{*}, x_{d}\right)=\int_{R^{d-1}} \exp \left\{i\left\langle\phi^{*}, x^{*}(d, k)\right\rangle\right\} g^{*}\left(x_{1}, x_{2}, \ldots, x_{d-1}, x_{d}\right) \prod_{l=1}^{d-1} d x_{l} \tag{5.2}
\end{equation*}
$$

Suppose now that $\left\{\phi_{n}\right\}$ is a sequence in $R^{s(d, k)}$ such that $\left|\phi_{n}\right|$ tends to $\infty$ as $n$ tends to $\infty$. There are two cases that may occur.

Case 1. Assume that $\left|\phi_{n}^{*}\right|$ tends to $\infty$ as $n$ tends to $\infty$. Then, from (5.2) and using the induction hypothesis, $\left.\Psi_{( } \phi_{n}^{*}, x_{d}\right)$ must tend to 0 as $n$ tends to $\infty$ for all non-zero values of $x_{d}$ for which $g_{d}\left(x_{d}\right)$ is positive. Hence, an application of Lebesgue's dominated convergence theorem to (5.1) gives

$$
\left.\lim _{n \rightarrow \infty} \int_{R^{d}} \exp \left\{i<\phi_{n}, x(d, k)\right\rangle\right\} g(x) d x=0 .
$$

Case 2. Assume now that $\left|\phi_{n}^{*}\right|$ remains bounded as $n$ varics but $\left|\left(\phi_{u_{1}, n}, \phi_{u_{2}, n}, \ldots, \phi_{u_{k}, n}\right)\right|$ tends to $\infty$ as $n$ tends to $\infty$ (here $\phi_{u_{j}, n}$ is the component of $\phi_{n}$ indexed by $u_{j}$ ). In this case, one can extract a subsequence $\left\{\phi_{n^{\prime}}\right\}$ of $\left\{\phi_{n}\right\}$ such that $\phi_{n^{*}}^{*}$ tends to $\phi_{0}^{*}$, an element in $R^{s^{*}(d . k)}$. Hence, an application of the dominated convergence theorem to (5.2) implies that $\Psi\left(\phi_{n^{*}}^{*}, x_{d}\right)$ converges to $\Psi\left(\phi_{0}^{*}, x_{d}\right)$ for all values of $x_{d}$ for which $g_{d}$ is positive. Further, since $\left|\Psi\left(\phi_{0}^{*}, x_{d}\right)\right| \leqslant 1$, in view of the arguments in the case $d=1$, we have that

$$
\begin{equation*}
\lim _{n^{\prime} \rightarrow \infty} \int_{R}\left[\exp \left\{\sum_{j=1}^{k} x_{d}^{j} \phi_{u_{j}, n^{\prime}}\right\}\right] \Psi\left(\phi_{0}^{*}, x_{d}\right) g_{d}\left(x_{d}\right) d x_{d}=0 \tag{5.3}
\end{equation*}
$$

Equation (5.3) together with (5.1) implies through an application of the dominated convergence theorem that

$$
\lim _{n^{\prime} \rightarrow \infty} \int_{R^{d}} \exp \left\{i\left\langle\phi_{n^{\prime}}, x(d, k)\right\rangle\right\} g(x) d x=0
$$

This completes the proof of the proposition.

An immediate and useful consequence of this proposition is the fact that whenever $X$ has a density $g$ on $R^{d}$, the random vector $X(d, k)$ defined above has a characteristic function that satisfies "Cramer's condition."

For $y \in D_{n}=\left[0.5\left(-1+\delta_{n}\right), 0.5\left(1-\delta_{n}\right)\right]^{d}$, where $\left\{\delta_{n}\right\}$ is a sequence of positive numbers (smaller than 1) such that $\delta_{n}$ tends to 0 as $n$ tends to $\infty$, let us define

$$
w_{\delta_{n}}(x, y)=\frac{w\left(y+\delta_{n} x\right)}{\int_{[-0.5 .0 .5]^{d}} w\left(y+\delta_{n} x\right) d x},
$$

where $x \in[-0.5,0.5]^{d}$. Recall that $w$ is the density of $X_{i}$ in $\mathbf{V}$ as mentioned in Condition 3.1. So, $w_{\delta_{n}}(x, y)$ is the conditional density of $\left(X_{i}-y\right) \delta_{n}^{-1}$ given that $X_{i}$ falls in the cube with center $y$ and side length $\delta_{n}$. Let $u(x)$ be the uniform density on $[-0.5,0.5]^{d}$, which is identically 1 on the set $[-0.5,0.5]^{d}$ and identically 0 outside this set. In view of the continuity of $w$ assumed in Condition 3.1, $w_{\delta_{n}}$ converges to $u$ as $n$ tends to $\infty$, and this convergence is uniform in both $x$ and $y$. This leads to the following fact as an immediate consequence of Proposition 5.1.

Fact 5.1. Under Condition 3.1, for any $\eta$ such that $0<\eta<1$, there is $M_{1}>0$ and an integer $N_{1}>0$ (which may depend on $\eta$ as well as on $w$ and the sequence $\left\{\delta_{n}\right\}$ ) such that

$$
\sup _{n \geqslant N_{1}} \sup _{|\phi| \geqslant M_{1}} \sup _{y \in D_{n}}\left|\int_{[-0.5,0.5]^{d}} \exp \{i\langle\phi, x(d, k)\rangle\} w_{\delta_{n}}(x, y) d x\right|<\eta
$$

The following fact will be used in the proofs of Theorem 3.2 and (ii) in Theorem 3.3.

Fact 5.2. Let $F$ be a distribution function on the real line with the property that $F(0)=\alpha$, where $0<\alpha<1$. Assume that $F$ has a density $f$ that satisfies Condition 3.2. For $x \in R^{d}$, denote by $x(A)$ the $s(A)$-dimensional vector $\left(x^{u}\right)_{u \in A}$, where $A$ is as defined in the construction of $\hat{T}_{n}$ in Section 2 and $s(A)=\#(A)$. Let $\Delta=\left(\Delta_{u}\right)_{u \in A}$ be a vector in $R^{s(A)}$, and for $0<\delta \leqslant 1$, let $R(\delta, x)$ be a real valued function with the property that there is $M_{2}>0$ such that $|R(\delta, x)| \leqslant M_{2} \delta$ for all $x \in[-0.5,0.5]^{d}$. Define an $s(A)$-dimensional vector valued function $G_{n, y}(\Delta, \delta)$ as

$$
G_{n, y}(\Lambda, \delta)=\int_{[-0.5,0.5]^{d}}[F\{\langle\Delta, x(A)\rangle+R(\delta, x)\}-\alpha] x(A) w_{\delta_{n}}(x, y) d x
$$

Then, under Condition 3.1, there exist positive constants $c_{1}, M_{3}, \varepsilon_{1}, \varepsilon_{2}$ and a positive integer $N_{2}$ such that we have $\left|G_{n . y}(\Delta, \delta)\right| \geqslant \min \left(\varepsilon_{1}\right.$ and $\left.c_{1}|\Delta|\right)$ for all $y \in D_{n}, n \geqslant N_{2}, \delta \leqslant \varepsilon_{2}$ and $|\Delta| \geqslant M \delta$, where $M \geqslant M_{3}$.

For the special case when $w$ is the uniform density implying that $w_{\delta_{n}}$ is also the uniform density on $[-0.5,0.5]^{d}$, a proof of this fact can be found in Chaudhuri [7, Proposition 6.1]. Since $w_{\delta_{n}}$ converges uniformly to the uniform density as $n$ tends to $\infty$, the proof of the above fact can be obtained by minor modifications of this special case. Technical details can be found in Chaudhuri $[6,8]$.

In several places of the proofs of the theorems stated in Section 3, the following simple facts will be used:

Fact 5.3. Let $X$ be a random vector in $R^{d}$ with a distribution, which is absolutely continuous with respect to the Lebesgue measure, and let $p(X)$ be a nonzero polynomial in $X$. Then the probability of the event $\{p(X)=0\}$ is 0 .

Fact 5.4. Let $\mathbf{X}$ be a random matrix of dimension $m \times m$ where $m$ is a positive integer. Denote by $X^{(i)}$ the $i$ th row of $\mathbf{X}(1 \leqslant i \leqslant m)$. Assume that $X^{(1)}, X^{(2)}, \ldots, X^{(m)}$ are independent random vectors, and that each $X^{(i)}$ has a distribution with the property that for any fixed vector subspace $H$ of $R^{m}$ such that $\operatorname{dim}(H) \leqslant m-1, P\left(X^{(i)} \in H\right)=0$. Then $\mathbf{X}$ has full rank $=m$ with probability 1 .

Unlike the problem of minimizing the squared error loss, the solution(s) to the minimization problem in the construction of $\hat{T}_{n}$ does (do) not have a nice closed form. We will be using Theorems 3.1 and 3.3 in Koenker and Bassett [25] several times in the proofs that follow. These two theorems enable us to exploit some fundamental algebraic properties of the elements in the solution set for the minimization problem that arise in the construction of the estimate $\hat{T}_{n}$. For the rest of the paper, we will refer to this minimization problem as problem ( P ).

Suppose that we have a matrix (vector) $X$ with rows (components) indexed by the elements of a nonempty finite set $\mathbf{S}$ (e.g., a nonempty finite subset of the set of integers). Then, for any nonempty subset $h$ of $S$, denote by $\mathbf{X}(\mathbf{h})$ the submatrix (subvector) of $\mathbf{X}$ with rows (components) which are indexed by the elements of $\mathbf{h}$ [25]. Write $X_{n, r}$ for the matrix with $N_{n, r}$ rows and $s(A)=\#(A)\left(A\right.$ is as defined in the construction of $\left.\hat{T}_{n}\right)$ columns, where the rows of $X_{n, r}$ are the vectors $X_{i}\left(x_{n, r}, \delta_{n}, A\right)=$ $\left(\left(X_{i}-x_{n, r}\right)^{u} \delta_{n}^{-[u]}\right)_{u \in A}$ with $i \in S_{n, r}$. So, we may naturally assume that the rows of $X_{n, r}$ are indexed by the elements of $S_{n, r}$, and its columns are indexed by the elements of $A$. Also, denote by $Y_{n, r}$ the vector of $Y_{i}$ 's for which $i \in S_{n, r}$. Let $H_{n, r}$ be the collection of all subsets of $S_{n, r}$ of size $s(A)$. For $h$ in $H_{n, r}$, write $h^{c}$ for the set theoretic complement of $h$ in $S_{n, r}$. Let $\beta_{n, r}$ be the $s(A)$-dimensional vector $\left(\beta_{n, r, u}\right)_{u \in A}$, where $\beta_{n, r, u}=D^{u} \theta\left(x_{n, r}\right)$ $\delta_{n}^{[u]}(u!)^{-1}$. Here, for $u=\left(u_{1}, u_{2}, \ldots, u_{d}\right) \in A$, we define $u!=\prod_{i=1}^{d} u_{i}$ ! with the convention that $0!=1$. Set $\theta_{n, r}^{*}(x)=\sum_{u \in A} \beta_{n, r, u}\left(x-x_{n, r}\right)^{u} \delta_{n}^{-[u]}=$ the

Taylor polynomial of $\theta$ around $x_{n, r}$ up to the $k$ th order terms. Also, set $\theta(x)=\theta_{n, r}^{*}(x)+R_{n, r}(x)$. In view of the definition of $\Theta(c, k, \gamma)$, we can find $c_{+}>0$ such that $\left|R_{n, r}(x)\right| \leqslant c_{+} \delta_{n}^{p}$ for all $\theta \in \Theta(c, k, \gamma)$ and $x \in C_{n, r}$.

Proof of Theorem 3.1. First note that, under Condition 3.1, $w$ is bounded away from 0 and $\infty$ on the compact set $[-0.5,0.5]^{d}$. Recall from the construction of $\hat{T}_{n}$ in Section 2 that $N_{n, r}$ is a binomial random variable that counts the number of $X_{i}$ 's that fall in the cube $C_{n, r}$. Now, for the present choices of $\delta_{n}=J_{n}^{-1}$, we can choose positive constants $\lambda_{1}$ and $\lambda_{2}$ (which may depend on $w$ ) such that, in view of Condition 3.1, we have $\lambda_{1} \delta_{n}^{d} \leqslant P\left(X_{i} \in C_{n, r}\right) \leqslant \lambda_{2} \delta_{n}^{d}$ for all $n$ and $1 \leqslant r \leqslant J_{n}^{d}$. So, the expected value of $N_{n, r}$ is going to lie between $\lambda_{1} n \delta_{n}^{d}$ and $\lambda_{2} n \delta_{n}^{d}$. Hence, we can choose positive constants $c_{2}, c_{3}, c_{4}, c_{5}$ (which may again depend on $w$ ) such that an application of Bernstein's inequality (see e.g., [32]) gives

$$
\begin{aligned}
& P\left(\left\{c_{2} n \delta_{n}^{d} \leqslant N_{n, r} \leqslant c_{3} n \delta_{n}^{d} \text { for all } r \text { with } 1 \leqslant r \leqslant J_{n}^{d}\right\}\right) \\
& \quad \geqslant 1-c_{4} J_{n}^{d} \exp \left(-c_{5} n \delta_{n}^{d}\right)
\end{aligned}
$$

for all $n$. The assertion (i) in the theorem now follows by defining $C_{n}$ to be the event enclosed in \{ \} above and using Borel-Cantelli lemma as, for the present choices of $J_{n}, \sum_{n=1}^{\infty} J_{n}^{d} \exp \left(-c_{5} n \delta_{n}^{d}\right)<\infty$.
Next, fix an $r$ such that $1 \leqslant r \leqslant J_{n}^{d}$. Recall that the conditional distribution of $\left(X_{i}-x_{n, r}\right) \delta_{n}^{-1}$ given that $X_{i} \in C_{n, r}$ is absolutely continuous with density $w_{\delta_{n}}\left(x, x_{n, r}\right)$. Also, note that given the set $S_{n, r}$ (i.e., given the indices of the $X_{i}^{X}$ 's which fall in $C_{n, r}$ ), the vectors $\left(X_{i}-x_{n, r}\right) \delta_{n}^{-1}$ for $i \in S_{n, r}$ are conditionally independently distributed. So, in view of Facts 5.3 and 5.4, any $s(A) \times s(A)$ submatrix of the matrix $X_{n, r}$ is going to have rank $=s(A)$ with conditional probability 1 given the set $S_{n, r}$. Theorem 3.1 in Koenker and Bassett [25] now implies that if $N_{n, r} \geqslant s(A)$, problem ( P ) has at least one solution of the form $\hat{\beta}_{n, r}=\left[X_{n, r}(h)\right]^{-1} Y_{n, r}(h)$ for some $h \in H_{n, r}$ with conditional probability 1 given the set $S_{n, r}$.

For $h \in H_{n, r}$ and $\hat{\beta}_{n, r}=\left[X_{n, r}(h)\right]^{-1} Y_{n, r}(h)$, set

$$
\begin{aligned}
L_{n, r}(h)= & \sum_{i \in h^{c}}\left[1 / 2-1 / 2 \operatorname{sgn}\left\{Y_{i}-\left\langle X_{i}\left(x_{n, r}, \delta_{n}, A\right), \hat{\beta}_{n, r}\right\rangle\right\}-\alpha\right] \\
& \times\left[X_{n, r}(h)\right]^{-1} X_{i}\left(x_{n, r}, \delta_{n}, A\right),
\end{aligned}
$$

where $\operatorname{sgn}(x)$ is +1 or -1 depending on whether $x$ is positive or negative respectively. So, $L_{n, r}(h)$ is an $s(A)$-dimensional random vector. It is now immediate from Theorem 3.3 in Koenker and Bassett [25] using the continuity of the distribution of $\varepsilon_{i}$ and its independence from $X_{i}$ that for some $h \in H_{n, r}, \hat{\beta}_{n, r}=\left[X_{n, r}(h)\right]^{-1} Y_{n, r}(h)$ is a unique solution to problem (P) if and only if $L_{n, r}(h) \in(\alpha-1, \alpha)^{s(A)}$. Further, it follows from the arguments in
the proof of Theorem 3.3 in Koenker and Bassett [25] that if, for some $h \in H_{n, r}, \hat{\beta}_{n, r}=\left[X_{n, r}(h)\right]^{-1} Y_{n, r}(h)$ is a solution (not necessarily unique) to problem (P), we must have $L_{n, r}(h) \in[\alpha-1, \alpha]^{s(A)}$. Here $(\alpha-1, \alpha)^{s(A)}$ and $[\alpha-1, \alpha]^{s(A)}$ are $s(A)$-dimensional intervals in $R^{s(A)}$. Hence, if we choose a positive integer $N_{0}$ in such a way that $n \geqslant N_{0}$ implies that $c_{2} n \delta_{n}^{d} \geqslant s(A)$, the assertion (ii) in the theorem follows from Fact 5.3 in view of the absolute continuity of the conditional distribution of $\left(X_{i}-x_{n, r}\right) \delta_{n}^{-1}$ given that $X_{i} \in C_{n, r}$.

Proof of Theorem 3.2. Assume that $n \geqslant N_{0}$. Recall that $\delta_{n}=J_{n}^{-1}$, where $J_{n}$ is as defined in the statement of the theorem, so that $\delta_{n} \sim(\log n / n)^{1(2 p+d)}$. Fix a positive integer $r$ such that $1 \leqslant r \leqslant J_{n}^{d}$ and for some constant $K_{1}^{*}>0$, let $U_{n}$ be the event defined as

$$
U_{n}=\left\{\max _{1 \leqslant r \leqslant J_{n}^{p_{n}^{i}}}\left|\hat{\beta}_{n, r}-\beta_{n, r}\right|>K_{1}^{*} \delta_{n}^{p}\right\} .
$$

Note that any derivative $T(\theta)$ of $\theta$ of order $m \leqslant k$ can be expanded locally in Taylor series around the center $x_{n, r}$ of the cube $C_{n, r}$ (here $r$ is such that the argument of the function $\theta$ falls in $C_{n, r}$ ) up to degree $k-m$ with a remainder term which is uniformly (with respect to the family $\Theta(c, k, \gamma)$ ) of order $O\left(\delta_{n}^{p-m}\right)$. Further, since $\sum_{n=1}^{\infty} P\left(C_{n}^{c}\right)<\infty$, it is enough (in view of the definition of $\delta_{n}$ and the construction of $\hat{T}_{n}$ ) to prove that there is a $K_{1}^{*}>0$ such that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sup _{\theta \in \Theta(c, k, \gamma)} P_{\theta}\left(U_{n} \cap C_{n}\right)<\infty \tag{5.4}
\end{equation*}
$$

Define now $V_{n, r}$ to be the event $\left\{\left|\hat{\beta}_{n, r}-\beta_{n, r}\right|>K_{1}^{*} \delta_{n}^{p}\right\}$, so that

$$
\begin{equation*}
P_{\theta}\left(U_{n} \cap C_{n}\right) \leqslant \sum_{r=1}^{J_{n}^{d}} P_{\theta}\left(V_{n, r} \cap C_{n}\right) \tag{5.5}
\end{equation*}
$$

We will try to get an upper bound for $P_{\theta}\left(V_{n, r} \cap C_{n}\right)$, where $\theta \in \Theta(c, k, \gamma)$. For $\Delta_{n, r} \in R^{s(A)}$, consider the $s(A)$-dimensional random vector

$$
\begin{aligned}
Z_{n, r, i}= & {\left[\frac{1}{2}-\frac{1}{2} \operatorname{sgn}\left\{\varepsilon_{i}-\left\langle\Delta_{n, r}, X_{i}\left(x_{n, r}, \delta_{n}, A\right)\right\rangle\right.\right.} \\
& \left.\left.+R_{n, t}\left(X_{i}\right)\right\}-\alpha\right] X_{i}\left(x_{n, r}, \delta_{n}, A\right)
\end{aligned}
$$

The norm of this random vector $Z_{n, r, i}$ is bounded by $\{s(A)\}^{1 / 2}$ whenever $i \in S_{n, r}$. Also, for fixed $\Delta_{n, r}$, the conditional expectation of $Z_{n, r, i}$ given that $i \in S_{n, r}$ is equal to $G_{n, x_{n, r}}\left(\Delta_{n, r}, \delta_{n}^{p}\right.$ ) (take $y=x_{n, r}, \Delta=\Delta_{n, r}, \delta=\delta_{n}^{p}$, $R(\delta, x)=-R_{n, r}(x)$ and $M_{2}=c_{+}$in the statement of Fact 5.2). Using Theorems 3.1 and 3.3 in Koenker and Bassett [25], we can choose a
positive constant $c^{*}$ depending on $s(A)$ such that the event $V_{n, r} \cap C_{n}$ is contained in the event

$$
\begin{gathered}
\left\{\text { For some } h \in H_{n, r}\left|\sum_{i \in h^{c}} Z_{n, r, i}\right| \leqslant c^{*} \text {, where } \Delta_{n, r}=\hat{\beta}_{n, r}-\beta_{n, r},\right. \\
\left.\hat{\beta}_{n, r}=\left[X_{n, r}(h)\right]^{-1} Y(h) \text {, and }\left|\Delta_{n, r}\right| \geqslant K_{1}^{*} \delta_{n}^{p}\right\} \cap C_{n} .
\end{gathered}
$$

Given the set $S_{n, r}$ (i.e., the indices of the $X_{i}$ 's which fall in the cube $C_{n, r}$ ) and the $X_{i}$ 's and $Y_{i}^{\prime}$ 's for $i \in h\left(h\right.$ is some fixed element of $H_{n, r}$ ) the vectors $Z_{n, r, i}$ for $i \in h^{c}$ are conditionally independently and identically distributed each with conditional mean $G_{n, x_{n, r}}\left(\Delta_{n, r}, \delta_{n}^{p}\right)$, where we can have $\Delta_{n, r}=\left[X_{n, r}(h)\right]^{-1} Y(h)-\beta_{n, r}$. So, in view of Bernstein's inequality (see [32]) and Fact 5.2, we can choose $K_{1}^{*}$ appropriately large to get hold of constants $c_{6}>0$ and $c_{7}>0$ and a positive integer $N_{3} \geqslant N_{0}$ such that

$$
\begin{equation*}
P_{\theta}\left(V_{n, r} \cap C_{n}\right) \leqslant c_{6}\left(n \delta_{n}^{d}\right)^{s(A)} \exp \left(-c_{7} n \delta_{n}^{d+2 p}\right), \tag{5.6}
\end{equation*}
$$

whenever $n \geqslant N_{3}$ and $\theta \in \Theta(c, k, \gamma)$. Inequalities (5.5) and (5.6) together imply

$$
\sup _{\theta \in \theta(c, k, \gamma)} P_{\theta}\left(U_{n} \cap C_{n}\right) \leqslant c_{6} J_{n}^{d}\left(n \delta_{n}^{d}\right)^{s(A)} \exp \left(-c_{7} n \delta_{n}^{d+2 p}\right) .
$$

Further, Fact 5.2 implies that by choosing $K_{1}^{*}$ appropriately large, $c_{7}$ can be chosen as large as desired. Finally, since $\delta_{n}{ }^{\sim}(\log n / n)^{1 /(2 p+d)}$, a suitable choice of $K_{1}^{*}$ giving an appropriate value of $c_{7}$ depending on $p$ and $d$ ensures (5.4).

Proof of Theorem 3.3. We begin by proving assertion (ii). The proof of this assertion is very similar to the proof of Theorem 3.2. Assume again, as in the proof of Theorem 3.2, that $n \geqslant N_{0}$ (note that this $N_{0}$ may be different from that in Theorem 3.2 depending on the choice of $J_{n}$ ). Also, recall that $\delta_{n}=J_{n}^{-1}$, where $J_{n}$ is as defined in the statement of the theorem (so that $\delta_{n} \sim n^{-1(2 p+d)}$ ), and assume that $r$ is a positive integer such that $1 \leqslant r \leqslant J_{n}^{d}$. For some constant $K_{2}^{*}>0$, let $U_{n}^{*}$ be the event defined as

$$
U_{n}^{*}=\left\{\max _{1 \leqslant r \leqslant J_{n}^{d}}\left|\hat{\beta}_{n, r}-\beta_{n, r}\right| \geqslant K_{2}^{*} \delta_{n}^{p} \sqrt{\log n}\right\} .
$$

In view of the arguments preceding (5.4) in the proof of Theorem 3.2, it is enough to prove that there is a $K_{2}^{*}>0$ such that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sup _{\theta \in \theta(c, k, \gamma)} P_{\theta}\left(U_{n}^{*} \cap C_{n}\right)<\infty \tag{5.7}
\end{equation*}
$$

where $C_{n}$ is as defined in the proof of Theorem 3.1. Arguments, which are very similar to that used in the proof of Theorem 3.2 making use of Fact 5.2, Theorems 3.1 and 3.3 in Koenker and Bassett [25], and Bernstein's inequality (see [32]), now imply that we can choose a positive integer $N_{4} \geqslant N_{0}$ and two positive constants $c_{8}$ and $c_{9}$ (depending on $K_{2}^{*}$ ) such that for $n \geqslant N_{4}$, we have

$$
\begin{equation*}
\sup _{\theta \in \Theta(c, k, \gamma)} P_{\theta}\left(U_{n}^{*} \cap C_{n}\right) \leqslant c_{8} J_{n}^{d}\left(n \delta_{n}^{d}\right)^{s(A)} \exp \left(-c_{9} n \delta_{n}^{d+2} \log n\right) \tag{5.8}
\end{equation*}
$$

Also, as in the case of Theorem 3.2, $c_{9}$ can be chosen as large as desired by choosing $K_{2}^{*}$ appropriately large. Finally, since $\delta_{n} \sim^{n} n^{-1 /(2 p+d)}$, (5.8) implies (5.7) by an appropriate choice of $K_{2}^{*}$ depending on $p$ and $d$, and this completes the proof of assertion (ii).

In order to prove assertion (i), assume as before that $n \geqslant N_{0}$, and once again, in view of the arguments preceding (5.4) in the proof of Theorem 3.2, assertion (i) will follow if we can show that there is a positive constant $K_{3}^{*}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{\theta \in \Theta(c, k, y)} P_{\theta}\left\{J_{n}^{-d} \sum_{r=1}^{J_{n}^{d}}\left|\hat{\beta}_{n, r}-\beta_{n, r}\right| \geqslant K_{3}^{*} \delta_{n}^{p}\right\}=0 . \tag{5.9}
\end{equation*}
$$

Define random variables $\Psi_{n, r}$ for $1 \leqslant r \leqslant J_{n}^{d}$ as

$$
\begin{aligned}
\Psi_{n, r} & =\left|\hat{\beta}_{n, r}-\beta_{n, r}\right| \delta_{n}^{-p} & & \text { if }\left|\hat{\beta}_{n, r}-\beta_{n, r}\right| \leqslant K_{2}^{*} \delta_{n}^{p} \sqrt{\log n} \\
& =0 & & \text { otherwise, }
\end{aligned}
$$

where $K_{2}^{*}$ is as chosen in the proof above of assertion (ii) of the present theorem, so that (5.7) is ensured. So, $\Psi_{n, r}$ 's are obtained from $\left|\hat{\beta}_{n, r}-\beta_{n, r}\right| \delta_{n}^{-p}$ by truncation. For a positive constant $K_{4}^{*}$, denote the event $\left\{J_{n}^{J^{d}} \sum_{r_{n}}^{J_{n}^{d}} \Psi_{n, r} \geqslant K_{4}^{*}\right\}$ by $V_{n}^{*}$. Hence, in view of (5.7), to prove (5.9) it is enough to prove that there is a positive constant $K_{4}^{*}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{\theta \in \theta(\mathrm{c}, \mathrm{k}, \bar{\prime})} P_{\theta}\left(V_{n}^{*} \cap C_{n}\right)=0 . \tag{5.10}
\end{equation*}
$$

Now, given the sets $S_{n, r}$ 's for $1 \leqslant r \leqslant J_{n}^{d}$ (i.e., given the indices of the $X_{i}$ 's which fall in the cubes $C_{n, r}$ 's), the random variables $\hat{\beta}_{n, r}$ 's (and hence the random variables $\Psi_{n, r}$ 's) are conditionally independently distributed. Also, for fixed $r$, the conditional distribution of $\hat{\beta}_{n, r}$ (and hence that of $\Psi_{n, r}$ ) given the sets $S_{n, r}$ 's with $1 \leqslant r \leqslant J_{n}^{d}$ depends only on $S_{n, r}$ (in fact, it depends only on \# ( $\left.\left.S_{n, r}\right)=N_{n, r}\right)$. Let $E_{n, r}^{*}\left(\Psi_{n, r}^{2}\right)$ denote the conditional expectation of $\Psi_{n, r}^{2}$ given the set $S_{n, r}$. So, (5.10) will follow if we can show that there
is a positive integer $N^{\#}$ and a positive constant $M_{3}$ such that for all $n \geqslant N^{*}, 1 \leqslant r \leqslant J_{n}^{d}$ and $\theta \in \Theta(c, k, \gamma)$, we have

$$
\begin{equation*}
E_{n, r}^{*}\left(\Psi_{n, r}^{2}\right) \leqslant M_{3} \tag{5.11}
\end{equation*}
$$

whenever $c_{2} n \delta_{n}^{d} \leqslant N_{n, r} \leqslant c_{3} n \delta_{n}^{d}$, where $c_{2}$ and $c_{3}$ are as defined in the proof of Theorem 3.1. Since the proof of (5.11) is complicated and tedious, it will be given in the appendix.

## Appendix

From now on, $r$ will denote a positive integer such that $1 \leqslant r \leqslant J_{n}^{d}$ and $\theta$ will denote a member of the class $\Theta(c, k, \gamma)$. Recall at this point that $J_{n} \sim n^{1 /(2 p+d)}$ as mentioned in the statement of Theorem 3.3 and $\delta_{n}=J_{n}^{-1}$. Assume, as before, that $n \geqslant N_{0}$. Since the proof of (5.11) is complicated, it will be split into several steps.

Step 1. For $1 \leqslant i \leqslant n$, let $Z_{n, r, i}$ be the $s(A)$-dimensional random vector as defined in the proof of Theorem 3.2 in Section 5. So, $Z_{n \text { n. } . i}=$ $\phi_{n, r, i}\left(\Delta_{n, r}\right) X_{i}\left(x_{n, r}, \delta_{n}, A\right)$, where, for $\Delta \in R^{s(A)}$,

$$
\phi_{n, r, i}(\Delta)=\left[(1 / 2)-(1 / 2) \operatorname{sgn}\left\{\varepsilon_{i}-\left\langle\Delta, X_{i}\left(x_{n, r}, \delta_{n}, A\right)\right\rangle+R_{n, r}\left(X_{i}\right)\right\}-\alpha\right] .
$$

Given $X_{i}, \phi_{n, r, i}(4)$ is a random variable which takes values $(1-\alpha)$ and $-\alpha$ with conditional probabilities $F\left\{\left\langle\Delta, X_{i}\left(x_{n, r}, \delta_{n}, A\right)\right\rangle-R_{n, r}\left(X_{i}\right)\right\}$ and $1-F\left\{\left\langle\Delta, X_{i}\left(x_{n, r}, \delta_{n}, A\right)\right\rangle-R_{n, r}\left(X_{i}\right)\right\}$, respectively. Now, for fixed $h \in H_{n, r}$, let $\Lambda_{n, r}(h, \Delta)$ denote the conditional probability of the event

$$
\left\{\left|\sum_{i \in h^{c}} \phi_{n, r, i}(\Delta) X_{i}\left(x_{n, r}, \delta_{n}, A\right)\right| \leqslant c^{*}\right\}
$$

given the set $S_{n, r}$ (i.e., the indices of the $X_{i}$ 's which fall in the cube $C_{n, r}$ ). Recall here that $h^{c}$ is the complement of $h$ in $S_{n, r}$, and $c^{*}$ is a positive constant, which depends on $s(A)$ and occurs also in the proof of Theorem 3.2. Also, note at this point that given the set $S_{n, r}$, the random vectors $\left(\varepsilon_{i}, X_{i}\right)$ for $i \in S_{n, r}$ are conditionally independently and identically distributed with $\delta_{n}^{-1}\left(X_{i}-x_{n, r}\right)$ having the conditional density $w_{\delta_{n}}\left(x_{i}, x_{n, r}\right)$. Hence, $\Lambda_{n, r}(h, \Delta)$ is the same for all $h \in H_{n, r}$.

Now, in view of the arguments (which make use of Theorems 3.1 and 3.3 in Koenker and Bassett [25]) in the proofs of Theorems 3.1 and 3.2 (also see the proof of Theorem 4.2 in Koenker and Bassett [25]) and the
construction of $\hat{\beta}_{n, r}$, we have, for any fixed positive constant $K$ (the choice of which will be specified later),

$$
\begin{align*}
E_{n, r}^{*}\left(\Psi_{n, r}^{2}\right)= & E_{n, r}^{*}\left[\Psi_{n, r}^{2} I\left(\left|\hat{\beta}_{n, r}-\beta_{n, r}\right| \delta_{n}^{-p}<K\right)\right] \\
& +E_{n, r}^{*}\left[\Psi_{n, r}^{2} I\left(\left|\hat{\beta}_{n, r}-\beta_{n, r}\right| \delta_{n}^{-p} \geqslant K\right)\right] \\
\leqslant & {[K]^{2}+\#\left(H_{n, r}\right) \int_{[-0.5,0.5]^{d} \times[-0.50 .5]^{d} \times \cdots \times[-0.50 .5]^{d}}|\tilde{X}| \delta_{n}^{p s(A)} } \\
& \times\left[\int _ { \{ \Delta \in R ^ { s ( 1 ) } : K \leqslant | \Delta | \leqslant K _ { 2 } ^ { * } \sqrt { \operatorname { l o g } n \} } } | \Delta | ^ { 2 } \prod _ { i = 1 } ^ { s / A ) } f \left\{\left\langle\Delta \delta_{n}^{p}, x_{i}(A)\right\rangle\right.\right. \\
& \left.\left.-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right\} \Lambda_{n, r}\left(h, \Delta \delta_{n}^{p}\right) d \Delta\right] \\
& \times \prod_{i=1}^{s(A)} w_{\delta_{n}}\left(x_{i}, x_{n, r}\right) d x_{i}, \tag{A.1}
\end{align*}
$$

where $I$ is the $0-1$ valued indicator function and $K_{2}^{*}$ is as in the proof of assertion (ii) in Theorem 3.3, so that (5.7) is ensured. $|\tilde{X}|$, which occurs as a part of the integrand above, is the determinant of the $s(A) \times s(A)$ matrix $\tilde{X}$ whose rows are the vectors $x_{i}(A)$ for $1 \leqslant i \leqslant s(A)$ (here $x_{i}(A)$ is as defined in the statement of Fact 5.2 with $\left.x_{i} \in R^{d}\right)$. Here it is assumed that $N_{n, r} \geqslant s(A)$, which is true if $n \geqslant N_{0}$ and the condition for the occurrence of the event $C_{n}$ defined in Theorem 3.1 is satisfied.

Clearly, for $x \in[-0.5,0.5]^{d}$ the components of the vector $x(A)$ are each bounded by 1 . Recall also from Section 5 that $x \in[-0.5,0.5]^{d}$ implies that $\left|R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right| \leqslant c_{+} \delta_{n}^{p}$. Further, in view of Condition 3.2, the density $f$ is bounded in a neighborhood of 0 . Hence, using the fact that $\delta_{n} \sim n^{-1 /(2 p+d)}$, one can find an integer $N_{5}>N_{0}$ and a positive constant $M_{4}$ such that (A.1) gives

$$
\begin{align*}
E_{n, r}^{*}\left(\Psi_{n, r}^{2}\right) \leqslant & {[K]^{2}+\delta_{n}^{-p s(A)} M_{4} } \\
& \times \int_{\left\{\Delta \in R^{(4)} ; K \leqslant|\Delta| \leqslant K \xi \sqrt{\log n\}}\right.}|\Delta|^{2} \Lambda_{n, r}\left(h, \Delta \delta_{n}^{p}\right) d \Delta \tag{A.2}
\end{align*}
$$

whenever $n \geqslant N_{5}$ and $c_{2} n \delta_{n}^{d} \leqslant N_{n, r}=\#\left(S_{n, r}\right) \leqslant c_{3} n \delta_{n}^{d}$ (which is a condition equivalent to the occurrence of the event $C_{n}$ and implies that $\left.\#\left(H_{n, r}\right) \leqslant\left[c_{3} n \delta_{n}^{d}\right]^{s(A)}\right)$.

Step 2. For fixed $h \in H_{n, r}$, let $P_{n, r}^{*}(h, \Delta)$ denote the conditional probability of the event

$$
\left\{\left|\sum_{i \in h h^{c}} \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right| \leqslant c^{*}\right\}
$$

given the set $S_{n, r}$. Define

$$
p_{n, r}(\Delta)=\int_{[-0.5,0.5]^{d}} F\left\{\left\langle\Delta \delta_{n}^{p}, x(A)\right\rangle-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right\} w_{\delta_{n}}\left(x, x_{n, r}\right) d x .
$$

So, given the set $S_{n, r}$, the random variables $\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)$ for $i \in S_{n, r}$ are conditionally independently distributed, and each of them takes values ( $1-\alpha$ ) and $-\alpha$ with conditional probabilities $p_{n, r}(\Delta)$ and $1-p_{n, r}(\Delta)$ respectively. So, on the event $C_{n}$, we can choose an integer $N_{6}>N_{5}$ and a positive constant $M_{5}$ such that using Stirling's approximation for factorials and the fact that $\delta_{n}{ }^{\sim} n^{-1 /(2 p+d)}$, we have

$$
\begin{align*}
P_{n, r}^{*}\left(h, \Delta \delta_{n}^{p}\right) \leqslant & M_{5} \delta_{n}^{p}\left[\alpha^{-1} p_{n, r}(\Delta)\right]^{\#\left(h^{c}\right) \alpha} \\
& \times\left[(1-\alpha)^{-1}\left\{1-p_{n, r}(\Delta)\right\}\right]^{\#\left(h^{q}\right)(1-\alpha)} \tag{A.3}
\end{align*}
$$

whenever $n \geqslant N_{6}$. Also, when $\left|R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right| \leqslant c_{+} \delta_{n}^{p}$ and $|\Delta| \leqslant$ $K_{2}^{*} \sqrt{\log n}$, we can choose an integer $N_{7}>N_{6}$ such that $n \geqslant N_{7}$ implies, under Condition 3.2 via the mean value theorem of differential calculus, that

$$
\begin{align*}
p_{n, r}(\Delta)= & \alpha+\int_{[-0.5,0.5]^{d}}\left\{\left\langle\Delta \delta_{n}^{p}, x(A)\right\rangle-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right\} \\
& \times f\left(\xi_{n, r}(x)\right) w_{\delta_{n}}\left(x, x_{n, r}\right) d x, \tag{A.4}
\end{align*}
$$

where $\xi_{n, r}(x)$ may depend on $\Delta$ and $R_{n, r}$ and satisfies

$$
\left|\xi_{n, r}(x)\right| \leqslant\left|\left\langle\Delta \delta_{n}^{p}, x(A)\right\rangle-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right| .
$$

Hence, we can write

$$
\begin{equation*}
p_{n, r}(\Delta)=\alpha+\left\langle\Delta, \mu_{n, r}(\Delta)\right\rangle \delta_{n}^{p}-t_{n, r}(\Delta) \delta_{n}^{p}, \tag{A.5}
\end{equation*}
$$

where

$$
\mu_{n, r}(\Delta)=\int_{[-0.5,0.5]^{d}} x(A) f\left(\xi_{n, r}(x)\right) w_{\delta_{n}}\left(x, x_{n, r}\right) d x
$$

and

$$
t_{n, r}(\Delta)=\int_{[-0.5,0.5]^{d}} \delta_{n}^{-p} R_{n, r}\left(\delta_{n} x+x_{n, r}\right) f\left(\xi_{n, r}(x)\right) w_{\delta_{n}}\left(x, x_{n, r}\right) d x .
$$

Once again, in view of Condition 3.2, $N_{7}$ can be appropriately chosen so that we can get hold of a positive constant $M_{6}$ such that

$$
\begin{equation*}
\sup _{n \geqslant N_{7}} \sup _{1 \leqslant r \leqslant J_{n}^{d}} \sup _{\theta \in \theta(c, k, y)} \sup _{|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}}\left|t_{n, r}(\Delta)\right| \leqslant M_{6} . \tag{A.6}
\end{equation*}
$$

Further, in view of Conditions 3.1 and 3.2, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{1 \leqslant r \leqslant J_{n}^{d}} \sup _{\theta \in \theta(c, k, \gamma)} \sup _{|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}}\left|\mu_{n, r}(A)-\mu\right|=0, \tag{A.7}
\end{equation*}
$$

where $\mu$ is the $s(A)$-dimensional vector given by $\mu=f(0)$ $\times \int_{[-0.5 .0 .5]^{d}} x(A) d x$. Finally, (A.3) and (A.5) imply that on the event $C_{n}$, we can choose an integer $N_{8}>N_{7}$ and a positive constant $M_{7}$ such that

$$
\begin{align*}
P_{n, r}^{*}(h, \Delta) \leqslant & M_{7} \delta_{n}^{p} \exp \left[-\frac{1}{2} \#\left(h^{c}\right) \delta_{n}^{2 p} \alpha^{-1}(1-\alpha)^{-1}\right. \\
& \left.\times\left\{\left\langle\Delta, \mu_{n, r}(\Delta)\right\rangle-t_{n, r}(\Delta)\right\}^{2}\right] \tag{A.8}
\end{align*}
$$

whenever $n \geqslant N_{8},|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}$, and $h \in H_{n, r}$.
Step 3. Let $X_{i}^{\#}\left(x_{n, r}, \delta_{n}, A\right)$ denote the random vector of dimension $s(A)-1$ obtained from the $s(A)$-dimensional random vector $X_{i}\left(x_{n, r}, \delta_{n}, A\right)$ by dropping the component 1 . So,

$$
X_{i}^{\#}\left(x_{n, r}, \delta_{n}, A\right)=\left(\delta_{n}^{-[u]}\left(X_{i}-x_{n, r}\right)^{u}\right)_{u \in A(d, k)},
$$

where $A(d, k)$ is as defined at the beginning of Section 5 . Now, given the set $S_{n, r}$ and the random variables $\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)$ for $i \in S_{n, r}$, the random vectors $\delta_{n}^{-1}\left(X_{i}-x_{n, r}\right)$ for $i \in S_{n, r}$ are conditionally independently distributed. Further, the conditional distribution of $\delta_{n}^{-1}\left(X_{i}-x_{n, r}\right)$ for $i \in S_{n, r}$ depends only on $\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)$. In fact, given the set $S_{n, r}$ and the random variable $\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)$, the conditional density of $\delta_{n}^{-1}\left(X_{i}-x_{n, r}\right)$ for $i \in S_{n, r}$ is given by

$$
\begin{aligned}
& {\left[p_{n, r}(\Delta)\right]^{-1}\left[F\left\{\left\langle\Delta \delta_{n}^{p}, x(A)\right\rangle-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right\}\right] w_{\delta_{n}}\left(x, x_{n, r}\right)} \\
& \quad \text { if } \quad \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)=(1-\alpha)
\end{aligned}
$$

and

$$
\begin{aligned}
& {\left[1-p_{n, r}(\Delta)\right]^{-1}\left[1-F\left\{\left\langle\Delta \delta_{n}^{p}, x(A)\right\rangle-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right\}\right] w_{\delta_{n}}\left(x, x_{n, r}\right)} \\
& \quad \text { if } \quad \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)=-\alpha,
\end{aligned}
$$

where $p_{n, r}(\Delta)$ is as defined in Step 2 above and $x \in[-0.5,0.5]^{d}$. So, Condition 3.2 and the fact that $\delta_{n}{ }^{\sim} n^{-1 /(2 p+d)}$ imply that

$$
\begin{align*}
\lim _{n \rightarrow \infty} & \sup _{1 \leqslant r \leqslant J_{n}^{d}} \sup _{\theta \in \Theta(c, k, \gamma)} \sup _{x \in[-0.5,0.5]^{d}} \\
& \sup _{|\Delta| \leqslant K_{2}^{*} \leqslant \sqrt{\log n}}\left|F\left\{\left\langle\Delta \delta_{n}^{p}, x(A)\right\rangle-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right\}-\alpha\right|=0 .
\end{align*}
$$

For $\omega \in R^{s(A)-1}$, let $\sigma_{n, r}\left(\omega, \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right)$ with $i \in S_{n, r}$ denote the conditional characteristic function of the random vector $\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right) X_{i}^{\#}\left(x_{n, r}, \delta_{n}, A\right)$
given the set $S_{n, r}$ and the random variable $\phi_{n, r i i}\left(\Delta \delta_{n}^{p}\right)$. In view of Condition 3.1, Fact 5.1 and (A.9), for any $\eta^{*}$ such that $0<\eta^{*}<1$, we can choose an integer $N_{9}>N_{8}$ and a positive constant $K_{0}$ so that

$$
\begin{align*}
& \sup \sup \sup \sup \\
& n \geqslant N_{9} \quad|\omega| \geqslant K_{0} \quad 1 \leqslant r \leqslant J_{n}^{d} \quad \theta \in \Theta(c, k, \gamma) \\
& \sup _{|A| \leqslant K_{2}^{*} \sqrt{\log n} \phi_{n, r, i}\left(A \delta_{n}^{p}\right) \in\left\{-x_{,}(1-\alpha)\right\}}\left|\sigma_{n, r}\left(\omega, \phi_{n, r . i}\left(\Delta \delta_{n}^{p}\right)\right)\right|<\eta^{*} . \tag{A.10}
\end{align*}
$$

Recall that $\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)$ takes only two values, namely $-\alpha$ and $1-\alpha$.
For $i \in S_{n, r}$, let $Q_{n, r}^{*}\left(\Delta, \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right)$ denote the conditional dispersion matrix of $X_{i}^{*}\left(x_{n, r}, \delta_{n}, A\right)$ given the set $S_{n, r}$ and the random variable $\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)$. Then, using (A.9), Condition 3.1, and the form of the conditional density of $\delta_{n}^{-1}\left(X_{i}-x_{n, r}\right)$, we obtain

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \sup _{1 \leqslant r \leqslant J_{n}^{d}} \sup _{\theta \in \theta(c, k, \gamma)} \\
& \sup _{|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}}  \tag{A.11}\\
& \sup _{\phi_{n, r},\left(A \delta_{n}^{h} \in\{-\alpha,(1-\alpha)\}\right.}\left|Q_{n, r}^{*}\left(\Delta, \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right)-Q^{*}\right|=0,
\end{align*}
$$

where $Q^{*}$ is a positive definite matrix given by

$$
\begin{aligned}
Q^{\#}= & \int_{[-0.5 .0 .5]^{d}}[x(d, k)][x(d, k)]^{\mathrm{T}} d x \\
& -\left[\int_{[-0.5 .0 .5]^{d}} x(d, k) d x\right]\left[\int_{[-0.5 .0 .5]^{d}} x(d, k) d x\right]^{\mathrm{T}} .
\end{aligned}
$$

Here $x(d, k)$ is a column vector of dimension $s(A)-1$ as defined at the beginning of Section 5 . So, $Q^{*}$ is nothing but the dispersion matrix of $X(d, k)$ when $X$ is a $d$-dimensional random vector uniformly distributed on $[-0.5,0.5]^{d}$. Define, for fixed $h \in H_{n, r}, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)$ to be the random vector $\left(\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right)_{i \in h^{c}}$ with dimension \# $\left(h^{c}\right)$. Let $Q_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)$ denote the conditional dispersion matrix of

$$
\frac{1}{\sqrt{\#\left(h^{c}\right)}} \sum_{i \in h^{c}} \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right) X_{i}^{\#}\left(x_{n, r}, \delta_{n}, A\right)
$$

given the set $S_{n, r}$ and the random vector $\Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right.$ ). Equation (A.11) implies that on the event $C_{n}$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} & \sup _{1 \leqslant r} \sup _{1 \leqslant J_{n}^{d}} \sup _{|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}} \sup _{n \in H_{n, r}} \operatorname{sic}_{i \in \epsilon, \phi_{n, r, i}\left(\Delta \delta_{n}^{p} \mid \leqslant c^{*}\right.} \\
& \sup _{\theta \in \Theta(c, k, y)}\left|Q_{n, r}^{*}\left(h, \Delta, \Theta_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)-\alpha(1-\alpha) Q^{*}\right|=0 . \tag{A.12}
\end{align*}
$$

Next, let $\mu_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)$ denote the conditional mean of

$$
\frac{1}{\sqrt{\#\left(h^{c}\right)}} \sum_{i \in h^{c}} \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right) X_{i}^{\#}\left(x_{n, r}, \delta_{n}, A\right)
$$

given the set $S_{n, r}$ and the random vector $\Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)$. At this point, recall from (A.4) in Step 2 that for $n \geqslant N_{7}$, we can write

$$
\begin{aligned}
& F\left\{\left\langle\Delta \delta_{n}^{p}, x(A)\right\rangle-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right\} \\
& \quad=\alpha+\left\{\left\langle\Delta \delta_{n}^{p}, x(A)\right\rangle-R_{n, r}\left(\delta_{n} x+x_{n, r}\right)\right\} f\left(\xi_{n, r}(x)\right)
\end{aligned}
$$

This and the form of the conditional density of $\delta_{n}^{-1}\left(X_{i}-x_{n, r}\right)$ for $i \in S_{n, r}$ given the set $S_{n, r}$ and the random variable $\phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)$ imply that there is an integer $N_{10}>N_{9}>N_{7}$ such that for $n \geqslant N_{10}$ and on the event $C_{n}$, we have (assuming $\Delta$ to be a column vector)

$$
\begin{align*}
\mu_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)= & \delta_{n}^{p} \sqrt{\#\left(h^{c}\right)}\left\{\Omega_{n, r}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right) \Delta\right. \\
& \left.+t_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right\} \tag{A.13}
\end{align*}
$$

where $t_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)$ is a vector of dimension $(s(A)-1)$ with the property that there is a positive constant $M_{8}$ such that

$$
\begin{align*}
& \sup _{n \geqslant N_{10}} \sup _{1 \leqslant r \leqslant J_{n}^{d}} \sup _{\theta \in \Theta(c, k, \gamma)} \sup _{|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}} \sup _{h \in H_{n, r}} \\
& \sup _{\left|\sum_{i \in n^{\prime}} \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right| \leqslant c^{*}}\left|t_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right| \leqslant M_{8}, \tag{A.14}
\end{align*}
$$

and $\Omega_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)$ is a matrix of dimension $(s(A)-1) \times s(A)$ with the property that

$$
\begin{align*}
\lim _{n \rightarrow \infty} & \sup _{1 \leqslant r \leqslant J_{n}^{d}} \sup _{\theta \in \theta(c, k, \gamma)} \sup _{|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}} \sup _{h \in H_{n, r}} \\
& \sup _{\left|\Sigma_{i \in h} \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right| \leqslant c^{*}}\left|\Omega_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)-\{f(0)\} \Omega\right|=0 . \tag{A.15}
\end{align*}
$$

Here $\Omega$ is a matrix of dimension $(s(A)-1) \times s(A)$ with all the entries in the first column equal to 0 and the remaining $s(A)-1$ columns identical with the columns of $Q^{\#}$. So, in the partitioned form it looks like $\Omega=\left(0: Q^{*}\right)$.

Step 4. Define, for fixed $h \in H_{n, r}, \Lambda_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)$ to be the conditional probability of the event

$$
\left\{\left|\sum_{i \in h^{r}} \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right) X_{i}^{\#}\left(x_{n, r}, \delta_{n}, A\right)\right| \leqslant c^{*}\right\}
$$

given the set $S_{n, r}$ and the random vector $\Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)$. Now, it follows from (A.10), (A.12), (A.13), (A.14) and (A.15) in Step 3 via arguments along the same line as in the proof of Theorem 20.1 and Corollaries 20.3 and 20.4 (in particular, 20.49 in Corollary 20.4) in Chapter 4 of Bhattacharya and Rao [2] (also see Theorem 20.6 in the same chapter) that there is an integer $N_{11}>N_{10}$ and positive constants $M_{9}$ and $M_{10}$ such that assuming $\mu_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)$ to be a column vector, we have

$$
\begin{align*}
\Lambda_{n, r}^{*}(h, \Delta & \left., \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right) \\
\leqslant & \delta_{n}^{p[s(A)-1]} M_{9} \exp \left\{-\left(\frac{1}{2}\right)\left[\mu_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right]^{\mathrm{T}}\right. \\
& \left.\times\left[Q_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right]^{-1}\left[\mu_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right]\right\} \\
& +M_{10} \delta_{n}^{p[s(A)-1]} / \sqrt{\#\left(h^{c}\right)} \tag{A.16}
\end{align*}
$$

whenever $n \geqslant N_{11},|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}, h \in H_{n, r},\left|\sum_{i \in h^{c}} \phi_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right| \leqslant c^{*}$ and the event $C_{n}$ occurs.

Step 5. For fixed $h \in H_{n, r}$, let us define

$$
\begin{aligned}
& \Xi_{n, r}\left(h, \Delta, \Phi_{n, r}\left(\Delta \delta_{n}^{p}\right)\right) \\
&= \alpha^{-1}(1-\alpha)^{1}\left[\mu_{n, r}(\Delta)\right]\left[\mu_{n, r}(\Delta)\right]^{\mathrm{T}} \\
&+\left[\Omega_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right]^{\mathrm{T}}\left[Q_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right]^{-1} \\
& \times\left[\Omega_{n, r}^{*}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right]-\alpha^{-1}(1-\alpha)^{-1}\{f(0)\}^{2} Q
\end{aligned}
$$

where $Q$ is a positive definite matrix of dimension $s(A) \times s(A)$ given by

$$
Q=\int_{[-0.5,0.5]^{d}}[x(A)][x(A)]^{\mathrm{T}} d x
$$

Now, it follows from (A.7), (A.12), and (A.15) that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \\
& \sup _{1 \leqslant r \leqslant J_{n}^{d}} \sup _{0 \in \theta(c, k, \gamma)} \sup _{|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}} \sup _{h \in H_{n, r}} \\
& \sup _{\left|\sum_{i \in h} h_{n, r, i}\left(\Delta \delta_{n}^{p}\right)\right| \leqslant c^{*}}\left|\Xi_{n, r}\left(h, \Delta, \Phi_{n, r}\left(h, \Delta \delta_{n}^{p}\right)\right)\right|=0 .
\end{aligned}
$$

Hence, (A.6), (A.8), (A.13), (A.14) and (A.16) imply that there are positive constants $\kappa, M_{11}, M_{12}$, and $K$ and an integer $N^{\#}>N_{11}$ such that on the event $C_{n}$,

$$
\begin{equation*}
\Lambda_{n, r}\left(h, \Delta \delta_{n}^{p}\right) \leqslant \delta_{n}^{p[s(A)]}\left\{M_{11} \exp \left(-\kappa|\Delta|^{2}\right)+\frac{M_{12}}{\sqrt{\#\left(h^{c}\right)}}\right\} \tag{A.17}
\end{equation*}
$$

whenever $n \geqslant N^{\#}, K \leqslant|\Delta| \leqslant K_{2}^{*} \sqrt{\log n}$ and $h \in H_{n, r}$.
Finally, (A.17) above and (A.2) in Step 1 together imply (5.11).
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