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ABSTRACT

Characterization and prediction of the DNA-biding re-
gions in proteins are essential for our understanding
of how proteins recognize/bind DNA. We analyze the
unbound (U) and the bound (B) forms of proteins
from the protein–DNA docking benchmark that con-
tains 66 binary protein–DNA complexes along with
their unbound counterparts. Proteins binding DNA
undergo greater structural changes on complexa-
tion (in particular, those in the enzyme category)
than those involved in protein–protein interactions
(PPI). While interface atoms involved in PPI exhibit
an increase in their solvent-accessible surface area
(ASA) in the bound form in the majority of the cases
compared to the unbound interface, protein–DNA in-
teractions indicate increase and decrease in equal
measure. In 25% structures, the U form has miss-
ing residues which are located in the interface in the
B form. The missing atoms contribute more toward
the buried surface area compared to other interface
atoms. Lys, Gly and Arg are prominent in disordered
segments that get ordered in the interface on com-
plexation. In going from U to B, there may be an in-
crease in coil and helical content at the expense of
turns and strands. Consideration of flexibility cannot
distinguish the interface residues from the surface
residues in the U form.

INTRODUCTION

The interactions between DNA and proteins play a piv-
otal role in almost every cellular process, such as regulation
of gene expression, DNA replication, rearrangement, re-
pair, chromatin formation and organization, etc. (1). DNA-
binding proteins have evolved to have a specific or general
affinity for either single or double stranded DNA (2). The
most intensively studied of these are the various transcrip-
tion factors, each of which binds to one particular set of

DNA sequence and activates or inhibits the transcription
of genes (3). Generally, these proteins bind to DNA in the
major groove due to the greater accessibility of the bases;
however, there are also some proteins which bind in the
minor groove (4). Protein–DNA interactions are mainly of
two types, specific and non-specific (5,6). In case of non-
specific interactions, as far as the binding interactions are
concerned, the nucleotide sequence does not matter. This is
important in a variety of contexts related to DNA packag-
ing and nucleoprotein complex formation (7), and the inter-
actions occur between functional groups on the protein and
the sugar-phosphate backbone of DNA. On the other hand
specific DNA–protein interactions depend not only on the
specific sequence of bases but also on the orientation of the
bases in the nucleotide (8). These DNA–protein interactions
are strong and are mediated by various types of bonding,
such as hydrogen bonding which can be direct or indirect,
mediated by water molecules, ionic interactions such as salt
bridges, protein side chains-DNA backbone interactions, as
well as others, like van der Waals and hydrophobic interac-
tions.

Protein–DNA interactions have been characterized by
analyzing the interface formed between the protein and
DNA of a large number of protein–DNA complexes (1,9–
11). In addition to physicochemical features and pattern
of hydrogen bonding, conservation of residues, their clus-
tering etc. have been found to be important in distin-
guishing DNA-binding patch from the rest of the protein
surface (12). Many of these features are used to predict
protein–DNA binding affinities (13–15), as well as distin-
guishing between single- or double-stranded DNA-binding
proteins (16). These studies, however, have one bottleneck,
which make their applicability in the development of a gen-
eral docking algorithm rather strenuous (17)––they use the
static and bound form of the protein as found in protein–
DNA complexes. However, it is well-known that protein
structure may undergo considerable changes while forming
a complex, whether between protein molecules or between
protein and DNA or RNA. Indeed, the genome-wide anal-
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yses have indicated that many of the transcription factors
are intrinsically disordered (18–20).

Recently, we have compared the bound and unbound
forms of proteins involved in protein–protein interactions
and shown that there are distinct changes in structural
features accompanying complex formation (21,22). We ex-
tend the study to proteins involved in DNA binding us-
ing protein–DNA docking benchmark (23). We analyze the
conformational changes that take place in the residues that
constitute the interface on binding DNA, employing sim-
ple parameters such as accessible surface area (ASA) and
root mean square deviations (RMSD). Missing segments
as seen for the unbound protein and secondary structure
assumed on binding are also studied, as also the change in
crystallographic temperature factors (B factors) of interface
atoms on complex formation. Compared to protein–protein
interactions, interface residues in DNA-binding proteins
may exhibit greater conformational changes (disorder-to-
order transitions, in particular) and the interface atoms a
larger change in accessible surface area (either increase or
decrease) on complexation. Attempt has been made to cor-
relate the structural changes with the change in free energy
of DNA-binding of residues on mutation to Ala.

MATERIALS AND METHODS

We used the protein–DNA docking benchmark (23) that
contains 66 binary protein–DNA complexes and their un-
bound counterparts. In the dataset, there are 16 NMR en-
tries with multiple models for each structure; for our anal-
ysis only the first model was considered. In 41 structures
the monomeric chain was bound to DNA, and dimers in 25
cases. For each protein, we designated the unbound struc-
ture as U and the bound structure (isolated from its partner
DNA) as B; the bound structure (together with DNA) in the
complex is C. For both bound [B] and unbound [U] struc-
tures the accessible surface area (ASA) values were calcu-
lated separately using the NACCESS program (24), which
employs the Lee and Richards algorithm (25).

We used EMBOSS software (26) to perform the local
alignment (Smith–Waterman algorithm) and global align-
ment (Needleman and Wunsch) of the polypeptide chains
constituting the U/B pairs. 52 of the 66 U/B pairs have se-
quence identity ≥98%. Based on the sequence alignment,
the interface residues as seen in the complex were mapped to
those in the unbound state using PROFIT (27) and Biopy-
thon (28). We have also identified the interface atoms in
our analysis, which are the atoms losing more than 0.1
Å2 of surface area upon complexation formation (B to C)
(29). Conformational changes were measured using both
the backbone and interface RMSDs, which were calculated
on equivalent C� positions, as well as all atoms comprising
the interface, respectively, after superposition (using all the
non-hydrogen backbone atoms) with PROFIT. Residues
showing large RMSDs were also identified. There are also
some proteins that have modified residues (Supplementary
Table S1A) which are tagged HETATM in PDB (instead
of the usual ATOM); selenomethionine residues belonging
to this category were manually edited to Met and tagged
as ATOM. Supplementary Table S1b documents the struc-
tures where residue name differs in U and B. As a result of

order-to-disorder transition in the two PDB files, some co-
ordinates may be missing in the U state, the information on
these missing residues/atoms are provided in Supplemen-
tary Table S1C. The residues given in Supplementary Table
S1B and those in Supplementary Table S1C for which all
the atoms are missing were not included in the ASA calcu-
lations; however, when all the atoms are not missing those
present, common to both U and B states were included.

While calculating ASA(B) and ASA(U), we have used
only the interface atoms common to both as we had
done for the previous analysis of protein–protein struc-
tures (21,22). The analysis of atoms mainly depends on
matching labels that may often be assigned in an arbitrary
fashion. For example, the corresponding atom in U might
be labelled OD1 or OD2 for an atom OD1 of an inter-
face residue Asp in a bound structure B. As a result direct
comparison of the ASA values of two atoms having sim-
ilar label is not justified. Residues which have ambiguous
atom label pairs are Asp (OD1/OD2), Arg (NH1/NH2),
Asn (OD1/ND2), Glu (OE1/OE2), Gln (OE1/NE2), His
(CE1/NE2, CD2/ND1), Phe (CD1/CD2, CE1/CE2), Leu
(CD1/CD2), Val (CG1/CG2), Tyr (CD1/CD2, CE1/CE2).
To circumvent the problem, atoms with both the labels were
taken for calculation of ASA. This would mean that if OD1
is present in the interface, both OD1 and OD2 are taken to
be a part of the interface. This increases the number of in-
terface atoms by 7%. Based on the calculated ASA value for
U and B, �ASA and �ASA values have been calculated as
follows.

�ASA = [ASA(B) − ASA(U)],

where ASA(B) is the solvent accessible surface area of the
interface atoms in the complex state, and ASA(U) is the ac-
cessible surface area of the equivalent mapped atoms in the
isolated state.

δA = �ASA/ASA(B),

difference in ASA relative to the total value in the complex
state. It may be mentioned that �ASA and �A are the av-
erage values for all the interface atoms in a given structure.
In some places we have used �ASA for a given residue, or
calculated �A using all the atoms of the interface residue, or
for the residues located in protein surface––these have been
mentioned explicitly.

Additionally, �A was also calculated for surface and in-
terface residues (considering all the residue atoms). The
buried surface area, BSA = [ASA(B) – ASA(C)], is calcu-
lated using all the interface atoms (22).

Secondary structure was calculated using DSSP (30) soft-
ware. Changes in secondary structural composition were
enumerated in terms of changes in helix, strand, turn and
coil (�H, �S, �T and �C). To quantify the change in the
percentage composition of the secondary structures for the
interface residues between the bound (nB

i) and the unbound
(nU

i) states the Euclidean distance was calculated as

D = √ (
�m

i (nB
i − nU

i )
2
/(m − 1)

)
,

where m = 4 (different forms of secondary structure, i.e. he-
lix, strand, turn and coil).
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B factors were analyzed to discern the flexibility of the
interface and surface regions. The normalized values were
used, defined as follows:

b f r
′ = [b f r − μ(bf )]/σ (bf ),

where bfr is the average B factor of C, C�, O, N and Cß of
the residue r (Cß cannot be considered when the residue is
Gly), μ(bf) and σ (bf) are the mean and the standard devia-
tion of B factors for that chain, respectively. After scaling,
the bfr’ values were used to derive the averages over the inter-
face, surface and core and rim regions of the interface (29).
The Euclidean metrics, �b, for the B factors of residues in
different states/structural regions were calculated in a sim-
ilar way, �b = √

(�i
n(bf(1)

i- bf(2)
i)2/(n-1)), where n repre-

sents the number of amino acid types, and bf(1)
i, bf(2)

i are the
scaled B factors of residue type i in states 1 and 2, respec-
tively. The states compared were interface, non-interface,
bound and unbound.

RESULTS

Changes in accessible surface area (ASA) and root mean
square deviations (RMSD) in going from U to B states

The distribution of �A (Figure 1A) shows a rather bimodal
distribution, with almost equal number of proteins having
positive (34 cases) and negative (32) �A values, with an av-
erage of –0.15 ± 11%. (Instead of using the first model, if
all the models were used for NMR structures, the average
value would be –0.24 ± 11%, not a significant change, as
was observed earlier on using NMR models in the analy-
sis of protein–protein interactions (22)). Two examples of
large �A values (both positive and negative) are shown in
Figure 2 (31–33). As a control we have plotted the distri-
bution of �A values for surface residues, which has a small
average value (–0.003 ± 8.6%) as seen above, but the distri-
bution now is quite normal (Supplementary Figure S1). �A,
when calculated based on the whole interface residue (Fig-
ure 1B), indicates a trend towards having a negative value
(–4.4 ± 10%).

We checked if depending on their type the residues may
favour +ve or –ve �A values in Figure 1A. Supplementary
Table S2 provides the number of +ve and –ve cases for all the
20 amino acids, which indicates that although overall there
is not much distinction (P value = 0.89), there seems to be
a slight excess of +ve values (P value = 0.28) for five hy-
drophobic residues (excluding Leu), whereas the negatively-
charged Asp has distinctly more number of –ve cases. If we
consider all the atoms of the interface residues (correspond-
ing to Figure 1B), the trend becomes more prominent with
all the charged residues showing an excess of –ve �A values.

Conformational changes were also measured based on
RMSD values. The scattered plot of interface and backbone
RMSDs (Figure 3A) shows that the former is mostly greater
than the latter (points above the diagonal line, except for five
structures). The average backbone RMSD (only C�) is 2.5
± 1.9 Å and average interface RMSD (using all interface
atoms) is 3.7 ± 2.3 Å. There are 12 (out of 66) structures
(18.2%) whose backbone RMSD is greater than 4 Å and 20
structures (30%) with interface RMSD > 4 Å. In compar-
ison, for protein–protein complexes, the average RMSD is

1.4 ± 1.6 Å and 2.2 ± 1.5 Å for backbone and interface, re-
spectively (Figure 3B). Histograms for both the backbone
and interface RMSDs can be compared between protein–
protein and protein–DNA datasets (Supplementary Figure
S2), which shows that the changes in both backbone as well
the interface are more for the protein–DNA interaction.

To understand what might cause the occurrence of large
�ASA values (positive, as well as negative) we calculated
the residue-wise RMSD values. A scattered plot for �ASA
versus RMSD for a few such residues is shown in Figure 4
(34–42), which shows that residues with high RMSD values
tend to have high �ASA values also. The residues undergo-
ing such extreme changes have been shown in Supplemen-
tary Figure S3. The structures are mostly of enzymes and
some of the residues are discussed below.

In HhaI methyltransferase oligonucleotide complex
(34,35), there are mismatched bases in the substrate that are
flipped out of the DNA helix and pushed in the active-site
pocket of the enzyme. This results in the entry of residues,
such as Ile86 into the helix, which shows a large change in
RMSD and a positive �ASA (Supplementary Figure S3A).

Type II restriction endonucleases, such as BamHI (36,37)
recognize short (four to eight base pairs) palindromic DNA
sequences and cleave both the strands and contain at least
three residues, mostly acidic that bind divalent cations,
which are essential for activity. Interestingly, changes asso-
ciated with DNA binding causes a large RMSD and pos-
itive �ASA for a hydrophobic residue, Met198 (Supple-
mentary Figure S3B). Similarly, in a monomeric endocu-
clease, BcnI (31), which introduces double-strand breaks by
sequentially nicking individual DNA strands, exhibit large
positive �ASA values for Ile51 and Arg30 (Figure 2A)

Restriction endonuclease, HinP1I cleaves the palin-
dromic tetranucleotide sequence G↓CGC. It is a 2-fold re-
lated dimer with two active sites and two DNA duplexes
bound on the outer surfaces of the dimer facing away from
each other (38,39). Phe91 intercalates the duplex from the
major groove causing the DNA to be kinked by ∼60◦. Upon
binding to cognate DNA the largest change in HinP1I oc-
curs in the N-terminal 17 residues, which become part of
a long helix that binds to the minor groove. Phe15 lying in
this region, as well as Phe91 mentioned earlier both have
high RMSD values as well as large positive �ASA values
(Supplementary Figure S3C).

TAL (transcription activator-like) effectors (40) are ma-
jor virulence factors secreted by bacteria that cause diseases
in plants. They recognize host DNA sequence through a
central domain of tandem repeats, each comprising of 33–
35 conserved amino acids that targets a specific base pair
by using two hypervariable residues [known as repeat vari-
able diresidues (RVD)] at positions 12 and 13. The struc-
ture of each repeat consists of two helices connected by a
short RVD-containing loop, which contacts the DNA ma-
jor groove. The 12th residue stabilizes the RVD loop, wherea
the 13th makes a base-specific contact. The frequently oc-
curring RVDs, His/Asp (HD), Asn/Gly (NG) and Asn/Ile
(NI) recognize three distinct bases. In the structure with HD
as the RVD (Supplementary Figure S3D), the Asp residues
exhibit partner accommodation effect resulting in large neg-
ative �ASA, as well as high RMSD values.
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Figure 1. Distribution of �A values using interface (A) atoms, and (B) residues. The distribution of �A values using only interface atoms shows a bimodal
distribution where both partner attraction and partner accommodation is taking place (average = –0.15 ± 11%), while the distribution for interface residues
shows that partner accommodation effect prevails (average = –4.4 ± 10%).

Figure 2. Examples of local movements leading large �A values, +ve (that makes interface residues more accessible in the bound state) in (A) and –ve in (B).
The unbound protein is in pink, and the bound in green; DNA strands are in orange and the bases are shown as sticks. (A) Partner attraction effect––parts
of two loops of Restriction Endonuclease (31) shift position on binding DNA. Interface residues, in stick representation, Ile51 and Arg30 are shown (in
red) for the bound state (2odi), and (in blue) for unbound state of the enzyme (2odh). ASA increases from 58.2 to 260 Å2 for these two residues. (B) Partner
accommodation effect––glucocorticoid receptor rearranges on binding DNA. Interface residues Arg489 and Ser459 are shown for the bound state (1r4o)
(32), and for unbound state, apo enzyme (1gdc) (33). ASA decreases from 155 to 76 Å2 for these two residues.

Figure 3. The scatter plot of RMSD between unbound and bound states in (A) protein–DNA and (B) protein–protein complexes. The line of regression is
drawn along with the Spearman’s correlation coefficient; the diagonal line is shown as dashed.

The Staphylococcus aureus multidrug binding protein
QacR represses transcription of the qacA multidrug trans-
porter gene and is induced by structurally diverse cationic
lipophilic drugs. When bound to DNA (41,42), Tyr40 and
Tyr41 of QacR form hydrogen bond with phosphates and
van der Waals contacts with sugar moieties and the result is
a decrease in �ASA values (Supplementary Figure S3E).

It is found that most of the residues with high RMSD
and �ASA values (positive or negative) belong to the en-
zyme category, such as restriction endonucleases. Overall,
in the 66 complexes, two major classes are enzymes (27)
and the helix-turn-helix proteins (20), the rest being di-
vided among zinc-coordinating (3), other �-helix (6), �-
sheet (4) and � hairpin/ribbon (6) structures (1). The max-
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Figure 4. Scatter plot of �ASA versus RMSD for a few selected residues (having large �ASA); symbols for five residue types are indicated. The PDB codes
(U/B) and their residues are: 2hmy (34)/7mht (35) (ILE 86, ILE 249, ILE 258), 1bam (36) /3bam (37) (MET 198), 1ynm (38) /2fl3 (39) (PHE 15, PHE
91, PHE 137), 3v6p/3v6t (40) (ASP 335, ASP 369, ASP 573, ASP 641), 1jus (41)/1jt0 (42) (TYR 40, TYR 41). Molecular diagrams indicating changes in
these structures are shown in Supplementary Figure S3.

imum RMSD values for interface residues are observed
for the enzyme category (4.3 ± 2.9 Å), followed by zinc-
coordinating proteins (4.2 ± 2.6 Å); the helix-turn-helix
proteins exhibit a value of 3.1 ± 1.6 Å. In a related study
conformational changes associated with DNA binding were
categorized into six classes, and the members exhibiting the
largest changes were found to be either endonuleases or
polymerases (43).

Analysis of the missing residues in the unbound form

The segments missing in the unbound proteins, which upon
binding DNA are structured were also analysed. A miss-
ing segment is defined as the one with three (or more) miss-
ing residues (lying in the interface or elsewhere). An exam-
ple is presented in Figure 5, where a helical portion (58–
63) of the C-terminal region of the structure and a loop in
the N-terminal part (residues 0–6, Supplementary Table S3)
are ordered in the complex (44,45). Mostly, the interface
and non-interface residues occur interspersed in the same
stretch (Figure 6A) (46,47), but in Glucocorticoid receptor,
these occur in two separate stretches (Figure 6B) (32,33). 23
structures have missing segments (Supplementary Table S3)
in the unbound form of the protein. In 17 of these struc-
tures the segments contain interface residues. On an aver-
age the missing stretches constitutes 6% residues of these
23 structures. Missing atoms constitute 7% of the total in-
terface atoms in the whole dataset and 18% in 19 structures
(with one or more residues, missing entirely, Supplementary
Table S1C). On average the contribution to BSA from miss-
ing residues (9.9 ± 3.4 Å2 per atom) is greater than that from
non-missing residues (8.8 ± 0.9 Å2 per atom, P value =
0.07). 54% of the polypeptide chains with missing stretches
have segments from the chain termini (60% of which con-
stitute the interface also), similar to what was observed in
protein–protein interactions (22).

We had observed in our previous analysis of protein–
protein interactions (22), the number (197) of missing

residues in the interface are more compared to those (131) in
the non-interface region, whereas for protein–DNA struc-
tures, the opposite trend is seen (126 in interface vs. 258
in non-interface regions, considering those structures which
have at least one missing residue in the interface) (Table 1).
The interface residues which are found in greater number
in these disordered stretches are Lys, Gly and Arg. Inter-
estingly, Ala scores high if non-interface regions are only
considered. As in protein–protein interactions (22), the sec-
ondary structures attained by the missing residues in the
complex are mostly irregular, followed by helix and turn,
strand being the least observed.

Changes in secondary structure

The change in percentage composition of the secondary
structural elements during U to B transition was calculated.
58 (88%) structures showed some changes. The Euclidean
distance (D) between the compositions of the four struc-
tural elements in the two states was also calculated and the
average was found to be 6.2 (±5.5) for all, but the average
increased to 8.0 (±5.1) for the structures (26) where regular
secondary structural were formed at the expense of turns or
coils. For understanding structural changes during complex
formation we have used structural pairs with D > 6 (Sup-
plementary Figure S4) where we can see that there is an in-
crease in coil and helical content at the cost of turns and
strands. In these 26 structures, we mostly find that exten-
sion of either existing helix or strand to be more frequent
than formation of new helix or strand, and this was more
for helices compared to strands (Figure 7A). Also it was ob-
served that in case of helix mostly the extension takes place
in the N-terminal, whereas for strand C-terminal extension
is preferred (Figure 7B). Two examples of helix extension
and helix formation are shown in Figure 8 (48–50).
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Figure 5. Two missing regions (encircled) in Aristaless Homeodomain (3a02) (left) (44) are ordered (in red) in the DNA bound complex (1fjl) (right) (45).

Figure 6. Two examples with missing regions in the unbound structure (green cartoon) that are seen in the B form (cyan); the protein region that gets
ordered in the interface is indicated in blue, and the region that is not part of the interface is in red. (A) The interface residues are interspersed with the
non-interface in the missing segment of DNA polymerase I (complexed with DNA, 4ktq (46) and unbound protein, 1ktq) (47). (B) The missing interface
and non-interface residues form separate segments in glucocorticoid receptor (bound to DNA, 1r4o and the unbound protein, 1gdc) (32,33).

Figure 7. Percentage composition of (A) helix/strand extension and formation, (B) extension of helix/strand in N or C terminal.

Comparison of B factors

The relative vibrational motion in different parts of the pro-
tein structure is determined by B factor, also known as the
temperature factor. The parts of the molecules which are
highly flexible have high B factors.

B factors are generally used to assess the difference be-
tween the interface and rest of the protein surface. Usu-
ally interface residues, involved in protein–protein interac-
tions, are less flexible and have lower B factors compared to
those in the surface regions (51,22). Similar result was also

obtained in protein–DNA interaction (52). While support-
ing this observation, another study that also compared the
binding and the non-binding regions in the apo form did
not find any clear trend in the B factors in the two regions
(53). This necessitated a systematic analysis of B factors be-
tween the two forms, as well as between different regions in
the structure in them. We have taken the scaled mean B fac-
tor of the C, C�, O, N and Cß atoms as the representative for
the whole residue, and the average values were calculated for
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Table 1. Statistics on residues missing in the U form and their secondary structure in the B form

Residue
Number
missinga % relative to total number of Secondary structure in the B form of residues missing in U (%)b

Interface
residues of the
same type

Missing
residuesb H S T C

Ala 6 (25) 5.6 4.8 (8.1) 33.3 (67.7) 0 16.7 (9.7) 50 (22.6)
Arg 14 (13) 5.1 11.1 (7.0) 35.7 (40.7) 0 (3.7) 28.6 (29.6) 35.7 (25.9)
Asn 4 (18) 2.4 3.2 (5.7) 0 (13.6) 50(13.6) 25(22.7) 20 (50)
Asp 3 (10) 2.9 2.4 (3.4) 33.3 (38.5) 0 (7.7) 33.3(23.1) 33.3 (30.8)
Cys 0 (2) 0.0 0 (0.5) 0 (50) 0 0 0 (50)
Gln 3 (17) 2.0 2.4 (5.2) 33.3 (30) 33.3(15) 0(10) 33.3 (45)
Glu 4 (16) 4.3 3.2 (5.2) 0 (40) 0(10) 75(45) 25 (5)
Gly 20 (21) 10.3 15.9 (10.7) 20(14.6) 0 40(51.2) 40 (34.1)
His 3 (5) 4.2 2.4 (2.1) 0 (37.5) 0 33.3(25) 66.7 (37.5)
Ile 2 (12) 2.3 1.6 (3.6) 0 (42.9) 0 50(28.6) 50 (28.6)
Leu 3 (35) 2.7 2.4 (9.9) 100 (52.6) 0(5.3) 0(13.2) 0 (28.9)
Lys 29 (20) 8.5 23 (12.8) 13.8 (24.5) 6.9(6.1) 31(34.7) 48.5 (34.7)
Met 0 (6) 0 0 (1.6) 0 0 0 0 (100)
Phe 2 (2) 2.9 1.6 (1.0) 0 0(25) 0 100 (75)
Pro 6 (11) 7.7 4.8 (4.4) 33.3 (29.4) 0 16.7(29.4) 50 (41.2)
Ser 13 (17) 6.3 10.31 (7.8) 23.1 (30) 0(3.3) 23.1(23.3) 53.9 (43.3)
Thr 8 (12) 3.6 6.35 (5.2) 25(30) 0 (10) 37.5 (20) 37.5 (40)
Trp 2 (2) 4.7 1.6 (1.0) 0 0 0 (25) 100 (75)
Tyr 1 (2) 0.9 0.8 (0.8) 0 0 (33.3) 100(66.7) 0
Val 3 (12) 3.1 2.4 (3.9) 66.7(73.3) 33.3(6.7) 0(13.3) 0 (6.7)
Total 126 (258)

If the two types (interface and non-interface) of missing stretches are represented by o-o-o-x-o-o and x-x-x-x-x (where o indicates a residue in the interface,
and x a non-interface residue), the table gives statistics using all the residues of type ‘o’. Additionally, within the parentheses are values using all the residues
(o + x) (footnote b below) or only the x residues (footnote a below). Six structures have missing residues (46 in number) only in the non-interface region.
aThe numbers in parentheses correspond to the non-interface residues of the missing stretches in Supplementary Table S3.
bThe numbers in parentheses are calculated considering all the residues of missing stretches in Supplementary Table S3.

Figure 8. Examples showing change in secondary structural elements (left side, U; right side, B). Interface stretches have been marked in yellow. (A)
Bacteriophage lambda cII protein (1zpq/1zs4) (48) in complex exhibits extension of its helix from Asp282 to Arg278 (which consisted of bends and coils
in the U state) in N-terminal. (B) Wild type gene-regulating protein ARC (1arq) (49) in complex with the DNA (1bdt) (50) shows formation of helix from
Met4 to Lys6.
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each residue type for the interface and the surface regions
in both U and B states.

On an average B factor in the bound form was found to
be higher for the surface residues as opposed to interface
residues (P value < 2.2 × 10−16, Supplementary Table S4).
The normalized B factors for all the interface residues are
found to be negative in the bound form against mostly pos-
itive values in the unbound form (P value < 2.2 × 10−16).
So we can conclude that during unbound to bound tran-
sition the interface residues experience a decrease in their
B factor. However for surface residues, an overall opposite
trend was observed, i.e. while going from unbound to bound
state these residues experience an increase in their B factor
(P value = 0.0057). The same trend was reported in protein–
protein interactions (22). In the unbound form B factor be-
tween the surface and interface regions are almost similar
(P value = 0.2). Euclidean distances between the interface
and surface residues (Figure 9A) were calculated for both
bound and unbound structure, and it is found that the max-
imum change takes place between the surface and interface
regions in the complex.

We have further divided the interface residues into core
and rim regions (29), and the B factors for them were also
compared between these two regions in the B and U form
(Figure 9B, Supplementary Table S5). From the Euclidean
distance we can see that the decrease in flexibility is more
pronounced in the core region between the two forms while
the rim residues show a smaller difference. This is also re-
flected in the P values (2.2 × 10−16 for the core and 6.117
× 10−7 for the rim). However, no significant difference was
observed in the U form between the B factors of core and
rim residues (P value = 0.4521).

Correlation between structural changes of residues on DNA
binding and free energy of binding

To get an insight into binding affinity one has to under-
stand thermodynamics data in terms of structural changes
that occur on binding. Alanine-scanning data are unavail-
able for protein–DNA interfaces. To circumvent the issue,
a data set of free energy changes upon point mutations
in a general context was resorted to. Such a data set was
compiled by Kumar et al. and presents a list of mutations
in protein–DNA complexes for which experimental free-
energy changes are available in ProNIT (54). From these
data, single point mutations, where �G values for complex
formation was available in the wild type as well as protein
mutant, were extracted to relate them to structural differ-
ences between unbound and bound forms in a previous
study (55). The authors computed the free-energy change
(��G) upon mutation as ��G = �G mutant – �G wild.
A higher value of ��G for a given mutation would indi-
cate larger destabilization caused by the mutation. In that
selected list, 11 of our 66 structures were found, but only 7
had �G mutant and �G wild values enabling us to calcu-
late ��G for the residues. Considering only the point muta-
tions to Ala, and excluding two with multiple observations
that matched rather poorly, we were left with eight entries
(Supplementary Table S6). Supplementary Figure S5 shows
a plot of absolute values of �ASA (considering all atoms of
the residue) versus ��G, the correlation coefficient being

0.79. Although the correlation is heavily biased by a single
outlier, there seems to be an indication that a mutation in
the interface residue undergoing change in ASA on complex
formation is destabilizing as reflected by a positive ��G. It
may be pertinent to add that for the data points ��G is
negatively correlated with BSA (–0.75) (Supplementary Ta-
ble S6).

DISCUSSION

�A indicates the relative percentage change of the accessi-
ble surface area of the interface atoms in going from the
unbound to bound state of the protein. The large values
(Figure 1A) have been explained in terms of partner attrac-
tion (when �A is positive) and partner accommodation (�A
is negative) effects (21,22); when the interface residues of
the protein are drawn towards DNA, the phenomenon is
referred to as partner attraction, whereas partner accom-
modation is when protein residues move away from the
DNA to accommodate it. Although the distribution of �A is
rather bimodoal, considering all the atoms of the interface
residues in the calculation of �A (–4.4 ± 10%, Figure 1B) it
can be seen that the partner accommodation effect prevails.
Protein-DNA interactions are mediated by both charged
and hydrophobic residues, and Asp, belonging to the for-
mer class, indicates a reduction in ASA (Supplementary Ta-
ble S2), while the latter residues, in general, tend to display
an increase in ASA. It can be seen in Figure 4 that �ASA
is negative for Asp, whereas the values are positive for Ile,
Met and Phe. On the other hand protein–protein interac-
tions (in particular the interfaces in homodimeric associa-
tions) are enriched in nonpolar contacts/residues (56) and
U-to-B transition is accompanied by an increase in ASA
(22). The –ve �A value of Asp could be due to the its moving
away from the negatively charged DNA chain––the longer
Glu side chain can accomplish this without much change in
the solvent accessibility of its interface atoms (Supplemen-
tary Table S2).

It is also of interest to understand the effect of the change
of accessible surface area of interface residues accompany-
ing U to B transition on free energy of binding. Based on a
very limited amount of data of ��G of binding on muta-
tion of residues to Ala (Supplementary Figure S5 and Table
S6), there appears to be a trend of ��G increasing with in-
crease in the absolute value of �ASA.

The results obtained from analysis of protein–DNA com-
plexes can be compared with the analysis involving protein–
protein interaction affinity dataset (21,22). The distribution
of �A values for protein–protein complexes showed that the
partner attraction effect (�A = 3.3 ± 4.9%) prevails and
number of structures undergoing large RMSD changes (≥4
Å) both in case of backbone and interface are less than what
is observed for protein–DNA interactions. For the protein–
protein dataset, there are 23 and 15 structures with interface
and backbone RMSD values higher than 4 Å, this consti-
tutes 8.2% and 5.34% respectively as opposed to 30% and
18.2% for interface and backbone RMSD respectively in
case of protein–DNA interaction which is due to greater
number of protein components undergoing greater struc-
tural changes on binding DNA.

D
ow

nloaded from
 https://academ

ic.oup.com
/nar/article/46/7/3298/4925245 by guest on 08 N

ovem
ber 2022



3306 Nucleic Acids Research, 2018, Vol. 46, No. 7

Figure 9. Euclidean distances involving B-factors between (A) interface and surface regions, and (B) core and rim region of the interface, in the U and B
forms.

Figure 4 shows that some structures have residues with
large |�ASA| and RMSD values. These are not due to any
crystallization artefacts, but have biological significance,
many of these belonging to the enzyme category (restric-
tion endonuclease and methyltransferase). It has been re-
ported that highly specific and multi-specific DNA binding
domains exhibit large conformational changes upon DNA-
binding, and Asp is enriched in specific DNA-binding pro-
teins (57). It is interesting to observe that residues having
large changes in RMSD and �ASA, aspartates in particu-
lar (Figure 4), all belong to the specific category.

A comparison of U and B forms of proteins allowed
us to identify the residues that undergo disorder to order
transition on binding DNA. For structures having missing
residues in the U form the missing atoms constitute 18% of
the interface atoms, somewhat greater than 12% observed in
protein–protein interactions (22). The missing atoms con-
tribute more (9.9 ± 3.4 Å2) to the BSA in the bound state as
compared to the non-missing atoms (8.8 ± 0.9 Å2), similar
to what was observed in protein–protein interactions (the
corresponding values being (11.5 ± 6.8 and 9.4 ± 1.5 Å2,
respectively), indicating a greater degree of surface burial
by missing atoms that can offset the entropic penalty asso-
ciated with U-to-B transition (22). Intrinsically disordered
regions (IDRs) and proteins have functional repertoire that
complements ordered proteins, and there are attempts to
predict and characterize such short regions (58,59). Our
analysis have identified the disordered segments that are
involved in binding DNA (Supplementary Table S3), and
though the examples are rather limited in number, some
residues such as Lys, Gly and Arg have been shown to in-
teract with DNA. Such information could be incorporated
into high-throughput methods for predicting DNA binding
residues located in IDRs from protein sequence.

CONCLUSION

In this paper, we have compared the unbound and bound
forms of DNA-binding proteins. While the interface atoms
undergo an increase in ASA in going from U to B states in
the majority of cases in protein–protein interactions, here
the increase and decrease are found to equal extent. In gen-
eral residues exhibit greater RMSDs and change in ASA
values in protein–DNA interactions (PDIs) than protein–
protein interactions (PPIs). However, during U-to-B tran-

sition both the types of interactions bring about similar
changes in secondary structures and flexibility of residues
located in the interface and the surface. 16% of the proteins
in PPIs have missing (disordered) residues in the U form
which get ordered in the B form (22); the number is higher
25% in PDIs.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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