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Abstract: The buried surface area (BSA), which measures the size of the interface in a protein–

protein complex may differ from the accessible surface area (ASA) lost upon association (which we
call DSA), if conformation changes take place. To evaluate the DSA, we measure the ASA of the

interface atoms in the bound and unbound states of the components of 144 protein–protein

complexes taken from the Protein–Protein Interaction Affinity Database of Kastritis et al. (2011). We
observe differences exceeding 20%, and a systematic bias in the distribution. On average, the ASA

calculated in the bound state of the components is 3.3% greater than in their unbound state, and

the BSA, 7% greater than the DSA. The bias is observed even in complexes where the
conformation changes are small. An examination of the bound and unbound structures points to a

possible origin: local movements optimize contacts with the other component at the cost of

internal contacts, and presumably also the binding free energy.

Keywords: protein–protein interaction; solvent accessible surface; conformation changes; binding

free energy

Introduction
Protein–protein recognition is essential to all aspects

of life. Its physical chemical basis has long been

known to reside in desolvated atoms that form non-

covalent electrostatic and van der Waals interactions

at molecular interfaces,1–6 which the many entries of

the Protein Data Bank (PDB7) reporting structures of

protein–protein complexes illustrate. Yet, structure-

based models of binding thermodynamics and kinetics

are still far from quantitative, and they have little

predictive value,8,9 in part because they take into

consideration the structure of the complex but not

that of its components, and thus, they ignore confor-

mation changes which contribute to the mechanism

and affect the free energy balance of the reaction.

Here, we examine the effect of conformation

changes on a geometric quantity, the area of the pro-

tein surface that becomes buried upon association.
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The buried surface area (BSA), commonly used to

estimate the size of the interface between two mac-

romolecules, is calculated on atomic coordinates of

the complex alone.1 We introduce a novel quantity,

the decrease in surface area (DSA), derived from sol-

vent accessible surface areas (ASA) measured on

both the bound (in the complex) and the unbound

(the free protein) states of the components. In a set

of 281 bound/unbound structure pairs taken from

the Protein–Protein Interaction Affinity Database

(PPIAD),9 we observe differences between the two

values that exceed 20% as the result of conforma-

tion changes between the two states. Even in com-

plexes that show small conformation changes, the

ASA of interface atoms tends to be greater in bound

than unbound state, and thus, the BSA tends to be

larger than the DSA, due to local movements of

interface atoms that augment their contacts with

the partner molecule. These findings have implica-

tions on the mechanism of protein–protein recogni-

tion and the thermodynamics of the association

reaction.

Results

Dataset and definitions

The PPIAD comprises 144 binary protein–protein

complexes and their free components.9 As the anti-

body moiety of seven antibody–antigen complexes

are missing, this yields 281 B (bound in the com-

plex) and 281 U (unbound, free) component struc-

tures. ASA values are measured separately in U, in

B and in the complex C.

Atom i contributes to the BSA:

BSA i5 ASA i Bð Þ2ASA i Cð Þ

Its contribution to the DSA is the ASA lost upon

association:

DSA i5ASA i Uð Þ2ASAi Cð Þ

This differs from the contribution to the BSA

by:

DASA i5BSA i2DSA i5ASA i Bð Þ2ASA i Uð Þ:

Summing over all the interface atoms of a com-

ponent yields ASA(B), ASA(U), BSA, DSA, and

DASA values for each protein in the dataset.

We also consider the fractional excess ASA of

the interface atoms in B vs. U state:

dA5DASA =ASA Bð Þ

Those calculations involve mapping atom i of B

to the corresponding atom in U, a non-trivial process

when B and U are from different PDB entries.

Although they represent the same protein, B and U

may be different genetic constructs, or have disor-

dered segments with missing atoms. Local align-

ments reveal that 134 of the 281 U/B pairs have

sequence identity >98%, with the rest in the range

90–98% referring to the shorter sequence. In addi-

tion, 36 interface residues (0.5% of all interface resi-

dues) belonging to 22 components are absent or

different in the U and B sequences, and therefore

excluded from the analysis.

Ambiguous labels, such as OD1/OD2 in Asp,

occur in all PDB entries. If an interface atom is

marked OD1 in B and OD2 in U, a spurious DASA

will result. We circumvent the problem by taking

both to be part of the interface. While this increases

the number of the interface atoms by 8%, the BSA is

unchanged, because the added atoms do not contrib-

ute to it. On the other hand, 4% of the interface

atoms, belonging to 95 of the 281 components, have

no counterpart in U. They are excluded from the

summation yielding ASA(B) to make it consistent

with ASA(U).

The ASA of interface atoms in the bound and

unbound states

Figure 1 shows a histogram of the dA values

observed in the database component proteins. Indi-

vidual values and overall statistics are reported in

Figure 1. Distribution of dA values. dA is the fractional

excess ASA of the interface atoms in B vs. U state. The his-

togram represents its distribution over the 281 protein com-

ponents of the Protein–Protein Interaction Affinity Database.

Dark columns represent the 91 components of the core set

where conformation changes are small. The average dA is

the same (3.3%) as in the whole sample, but the standard

deviation is less (4.9% vs. 7.2%). Five components (empty

columns) are excluded from those statistics for reasons

explained in the text.
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Supporting Information. dA ranges from 250% to

150%, DASA, from 2340 Å2 to 940 Å2. However, the

proteins yielding such extreme values appear as

grossly different constructs in B and U, or contain

disordered segments in U, which leads to abnormal

values of ASA(U). After excluding five proteins for

those reasons, the range of DASA is still 2250 Å2 to

610 Å2, that of dA 221% to 28%, which proves that

the interface solvent accessibility can be very differ-

ent in the U and B states, and therefore, the BSA

very different from the DSA. The difference can be

of either sign, but DASA is positive, and the BSA

greater than the DSA, in 69% of cases. As a result,

the average dA is positive: 3.3 6 7.2% (mean 6 stan-

dard deviation), and the BSA, which represents

about 61% of ASA(B), exceeds the DSA by 7.2% on

average.

These differences are only marginally related to

the chemical and amino acid composition of the

interfaces. Dividing interface groups into polar (N,

O, and S containing) and nonpolar (C-containing),

dA averages 2.2% for polar, 3.6% for non-polar

groups. Polar groups contribute 42%, non-polar

groups 58% of the BSA in protein–protein com-

plexes.4 Moreover, the average dA calculated for

each of the 20 types is positive in the range 1–7%

for all types except histidine (dA 5 21.1%), and it

exceeds 4% for all non-polar residue types (Fig. 2).

Missing atoms and different constructs in U and

B state entries certainly contribute artifacts to

DASA in some of the proteins of the dataset. To test

the possibility that they introduce a bias toward pos-

itive values, we check the ASA of surface residues,

which shows no significant excess in the bound state

(dA 5 0.9 6 6.0%). We also consider a core set of 91

component proteins that have sequences at least

99% identical in B and U, no more than two missing

interface atoms in U, and a RMSD less than 1.5 Å

(see Supporting Information). The histogram of their

dA values is shown alongside that of the larger set

in Figure 1. It is narrower, but the average is the

same (3.3 6 4.9%) and only 25 out of 91 values are

negative, a proportion that would have P< 1025 if

the two signs were equally probable.

Local conformation changes make interface

atoms more accessible in the bound state
In the core set, B and U contain the same atoms,

and the different accessibilities of the interface

atoms in the two states must result from small con-

formation changes. PPIAD derives from a docking

benchmark in which the complexes that display a

RMSD less than 1.5 Å are described as undergoing

rigid-body association.10 No disorder–order transi-

tion, secondary structure change, or domain rotation

occurs in the core set, but side chain rotations and

local movements of the polypeptide chain do, and

Figure 3 shows how they can affect the accessibility

of interface atoms. When ferredoxin binds to

ferredoxin-NADP reductase,11 its conformation

remains unchanged (the RMSD is only 0.8 Å), but

the movement of a tyrosine side chain allows its

phenol group to make an interface H-bond and

Figure 2. Average dA per residue type. Here, dA is the ratio

[ASA(B) 2 ASA(U)]/ASA(B), where the ASA of interface atoms

in the B or U state is summed over all the residues of a given

type present in the data set, which contains 7206 interface

residues in total.

Figure 3. Local movements that make interface residues

more accessible in bound state. A: Tyr 25 of ferredoxin in U

state (1CZP) and B state (the complex with ferredoxin-NADP

reductase,11 1EWY); the interface atoms (lightly shaded) see

their ASA increase by 17 Å2 in B state. B: A surface loop of

glycoprotein IB-a shifts position when it binds to von

Willebrand factor domain A1 (cyan). Interface residues Asp

235, Val 236, and Phe 199 are colored red and the main

chain green in B state (the complex,12 1M10), blue with the

main chain pink in the free glycoprotein (1M0Z). Their ASA

increases by 45 to 75 Å2 from U to B, which accounts for

most of the DASA seen in the complex.

Chakravarty et al. PROTEIN SCIENCE VOL 22:1453—1457 1455
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optimize contacts with atoms of the reductase [Fig.

3(A)]. In doing so, the group loses some contacts

with neighboring ferredoxin atoms, and this causes

ASA(B) to be larger than ASA(U). When glycopro-

tein IB-a binds to the von Willebrand factor,12 a

loop bearing interface residues 235–236 shifts by

about 5 Å toward the partner protein [Fig. 3(B)],

which accounts for most of the 1.7 Å RMSD. The

shift increases the accessibility of the loop residues,

and also that of Phe 199, part of the interface but

not involved in the main chain movement.

Discussion

Whereas the BSA calculation uses only the coordi-

nates of the complex, computing the DSA also

requires the coordinates of the free components,

which come from separate X-ray or NMR studies.

Then, experimental errors and random changes in

atomic positions lead to different ASA values in the

B and U states, although the conformation changes

may be insignificant. The difference can be of either

sign, and it could be expected to cancel after sum-

ming over all the atoms of an interface (about 100

per component4). The present study shows that this

is not the case. Even when conformation changes

are small, the interface atoms tend to have a larger

ASA in the B than the U state. The excess is only a

few per cents, but the bias toward positive values is

highly significant. Greater differences of either sign

are observed when the conformation changes are

large, and their average is also positive.

Figure 3 suggests a possible explanation for the

bias toward a positive DASA. In a complex, the

interface atoms tend to make fewer contacts within

their component as they interact with the other com-

ponent. As a consequence, some internal energy

must be spent going from the U to the B state, and

therefore, any model calculation that is done on the

complex assuming the unbound components to have

the same structure will overestimate the contribu-

tion of atom–atom interactions to the binding free

energy. In a first approximation, we may take this

contribution to scale linearly with the number of

atom pairs at the interface, itself is a linear function

of the BSA. Experimental values of the Gibbs free

energy of dissociation (DGd) are available for all the

complexes of the PPIAD.9 They display no correla-

tion with the BSA in the whole dataset, but the cor-

relation is significant (R 5 0.54) for a subset of 70

complexes with a RMSD< 1 Å, and it remains the

same after replacing the BSA with the DSA. The

two components of 29 of those complexes also belong

to the core set of the present study. If the linear cor-

relation reported in Ref. 9 is applied to their DASA,

the cost of the U to B transition evaluates to only

between 20.2 and 0.7 kcal mol21
, but significant

contributions are expected in complexes that

undergo larger conformation changes.

Methods

Atomic coordinates were obtained from the PDB for

the 144 complexes of the PPIAD (http://bmm.cancer

researchuk.org/�bmmadmin/Affinity/), and for 281

of their free components. In 17 entries that report

NMR structures, only the first model was retained.

Ubiquitin entry 1yj1, which contains a D-glutamine,

was replaced by 1ubq with the natural residue.

Modified residues were converted to the original

(e.g., selenomethionine to methionine) reported in

the sequence. All other HETATM lines were omitted.

Sequence alignments used the Smith–Waterman

algorithm and the EMBOSS software.13 Conforma-

tion changes were estimated by the root-mean-square

distance (RMSD) between equivalent Ca atoms after

least-square superposition with PROFIT.14 Solvent

ASA were calculated with NACCESS,15 which imple-

ments the Lee and Richards algorithm.16 Any atom

losing more than 0.1 Å2 ASA between states B and C

was considered as part of the interface. If this con-

cerned an atom with an ambiguous label, the other

atom in the pair was made part of the interface: Asp

OD1/OD2, Glu OE1/OE2, Phe and Tyr CD1/CD2 and

CE1/CE2, and also Arg NH1/NH2, Asn OD1/ND2,

Gln OE1/NE, His CD1/ND2 and CE1/NE2, which are

difficult to distinguish in X-ray structures.
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