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Time-resolved temperature characterization of a hypersonic shock layer using 

a single high-speed color camera for aerospace design applications 

Sneh Deepa,*, Yedhu Krishnaa, Gopalan Jagadeesha 

aDepartment of Aerospace Engineering, Indian Institute of Science, Bangalore-560012, India 

Two-Color Ratio Pyrometry (TCRP) using a high-speed color camera has been used for temperature characterization of a 

hypersonic shock layer. The camera, used as a pyrometer, was calibrated in-house using a monochromator, to determine its 

spectral responsivity and was used to acquire time-resolved images of the flow field over test models at a frame rate of 

20,000 fps to understand the evolution of temperature inside the shock region. The optical efficiency of the monochromator 

and other optical equipment were determined separately and corrected for. Two test models, a flat-faced cylinder of diameter 

70 mm and a hemisphere of diameter 80 mm were used for the experiments to study the effect of geometry on the results. 

Experiments were performed in a Free-Piston Driven Shock Tunnel at a stagnation enthalpy of 5.2 MJ/kg. The average 

steady state temperature in the stagnation region in case of the cylinder was about 3650 K ± 3% (uncertainty in shock layer 

due to camera noise) and for the hemisphere it was 3300 K ± 6%. The resolved temperature was 14% higher than that 

obtained from a similar, but time integrated measurement obtained using a DSLR camera. Steady, 2D numerical simulations 

were performed to reconstruct the 3D flow assuming azimuthal symmetry and an algorithm was developed to use the shape 

of the temperature profile along the line-of-sight (LOS) derived from simulations to predict the actual stagnation plane 

temperature from the experimental LOS-integrated TCRP-derived temperature. The actual temperature in the stagnation 

region on the vertical plane of symmetry (stagnation plane) for the cylinder and the hemisphere were higher by 2.76% and 

1.77% respectively, than the corresponding TCRP-derived LOS integrated temperature. The results are promising for future 

use in determining intense temperature gradient and heat flux in the vicinity of space vehicles and design of efficient thermal 

protection system. 

 

1. Introduction 

Accurate information on the temperature distribution in 

the hypersonic shock layer around an aerospace vehicle is 

an essential design input. Knowledge of temperature can 

prove vital in the choice of smart materials for designing 

effective thermal protection systems (TPS) to shield the 

vehicles from the intense heat flux they encounter while 

grazing through a planetary atmosphere [1,2]. Experiments 

are also necessary to validate the numerical simulations of 

these flows. 

Current literature is replete with various methods, both 

intrusive and non-intrusive, for the measurement of 

temperature. The most widely applied among intrusive 

methods is the use of physical instruments like 

thermocouples or gas-sampling probes [3-7]. These probes 

have clear-cut disadvantages, such as disturbing the flow, 

slow response time, susceptibility to damage in harsh 

environment, limited temperature range and single point 

measurement. As a consequence, several non-invasive 

optical methods such as emission spectroscopy [8], and 

planar laser-induced fluorescence (PLIF) [9,10] have been 

developed of late to tackle these shortcomings.   

A commonplace, inexpensive and non-intrusive 

temperature measurement technique is infrared 

thermometry [11,12], where infrared (IR) cameras predict 

temperature by fitting Planck’s curve to the emission 

obtained from the source in the IR region of the spectrum. 

However, a pitfall in the technique is that the source 

emissivity must be known as a prerequisite for accurate 

measurements, which is hardly a constant and difficult to 

measure in reacting media [13]. The emissivity estimation 

problem may be overcome by multi-wavelength (two-color 

or more) pyrometry, which measures temperature using the 

ratio of radiant intensities from the source at two or more 

different wavelengths [14,15]. Though handy, the 

technique does not yield spatially-resolved temperature in 

its conventional form. A specific alternative of the ratio 

pyrometry concept − two-color ratio pyrometry (TCRP) 

using commercial digital cameras − has acquired 

prominence recently for spatially-resolved temperature 

measurements [16-18], owing to simplicity in 

instrumentation.  

Knowing the spatial variation of temperature is of 

paramount importance, particularly in the shock layer of 

blunt bodies where the temperatures may shoot from 
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relatively lower values just behind the shock front to 

extreme values at the stagnation point. Although the TCRP 

technique had been put into use in a variety of applications 

involving temperature measurement of radiating solid 

bodies or soot particles in fuel combustion [16-18], it was 

never used for shock layer temperature characterization in 

short-duration facilities until recently. Deep et al. [19] 

measured the temperature distribution within the radiating 

shock layer of a cylindrical body with spike using a 

commercial digital single lens reflex (DSLR) camera as the 

detector. Experiments were accomplished in a free piston 

driven shock tunnel, a ground testing impulse facility 

capable of simulating high-enthalpy hypersonic flow in its 

test section. Such facilities are marked by extremely short 

steady test time, of the order of only hundreds of 

microseconds, within which all the data acquisition must 

be performed. Application of TCRP in shock tunnel is 

based on the assumption that the radiating shock layer 

emits as a gray body over the visible region (~400-700 nm) 

of the electromagnetic spectrum [20,21], due to the 

soot/dust particles in the shock tunnel. Gray body is a 

source of radiation that has uniform emissivity as a 

function of wavelength. Gray body assumption is common 

in pyrometric measurements on soot particles, for the 

wavelength of interest. Previously, attempts have been 

made to predict the shock layer temperature by fitting 

Planck’s blackbody curve to the emission spectra obtained 

from the shock layer using fiber-based systems [22,23]. 

Emission spectroscopy performed in our shock tunnel also 

confirmed that the shock region majorly radiates as a 

continuous broadband source. After accounting for 

spectrometer’s instrument broadening, contribution from 

discrete line emissions due to impurities such as Na and Fe 

to the overall radiation intensity from the tunnel was found 

to be negligibly small [19]. As a result, measuring the 

temperature based on the broadband radiation from the 

soot particles due to paper and metal diaphragms as well as 

from the dust particles, assuming the shock layer to be a 

gray body source, would provide an idea about the 

conditions prevailing inside the shock tunnel. Even in the 

presence of uncertainties caused by gray body assumption 

and minor contribution from line emission, temperatures 

close to the theoretically predicted values are achieved 

using TCRP with an experimental configuration much 

simpler compared to that used in spectroscopic techniques 

such as planar laser induced fluorescence. This makes 

TCRP a convenient technique to monitor shock layer 

conditions, especially near the stagnation region where the 

temperature is high, and radiation is strong. 

However, the temperature measurements performed by 

Deep et al. [19] using a DSLR single frame camera 

suffered from time integration of intensity acquired in the 

shock layer during the entire illuminated period. 

Temperatures in a shock tunnel are highest during the test 

time (typically a few millisec) and fall considerably before 

and after the said period. Integration over a long time will 

therefore yield a temperature less than the steady period 

temperature. As mentioned in that paper, the real 

significance of that work is that it demonstrated the ability 

of a cheap commercial DSLR camera to identify the 

contours of high temperature in a shock tunnel. However, 

accurate time-resolved quantitative measurements in a 

short-duration facility like shock tunnel would not be 

possible using it. For that, a high-speed camera is needed. 

Also, since TCRP is a line-of-sight technique, the 

deduced temperature is bound to be sensitive to the 

unknown spatial distribution of properties along the 

radiation path length in the viewing direction (line-of-

sight). Therefore the measured temperature was ‘line-of-

sight integrated’ also. Various critical physical properties 

in the hypersonic shock layer; such as surface convective 

heat flux, degree of viscous interaction between the 

boundary layer and the outer potential flow, etc. are 

dependent directly on temperature and it is imperative to 

measure them as a function of time. This yields an insight 

into the instant at which these quantities reach a maximum 

and help in the design process. Also, line-of-sight 

integrated temperature will be weighed down by low 

temperatures along the viewing path and will be less than 

the actual maximum temperature. 

The current paper has two major improvements from the 

above-mentioned work. One is the use of high speed 

camera, which can yield time-resolved intensity during the 

steady test time due to its large frame rate provision. This 

is a major improvement which makes the technique 

applicable in the shock tunnel. In this study, a high speed 

camera operated at a large frame rate has been used to 

acquire time resolved images of the flow field, so as to 

comprehend the evolution of temperature as a function of 

time. The instant at which the first glow appears in the test 

section is taken as the starting time for the evaluation. 

Since the camera sensor is basically an array of photo-sites 

called pixels, it yields the radiance (intensity) from the 

flow, as intercepted by the pixels. In order to relate 

radiance to temperature, a characterization of the camera 

was performed. The spectral efficiency of the optical 

system in the pipeline was determined a priori and 

corrected for during the camera characterization. 

Another important improvement in the current 

investigation is to perform numerical simulations to see the 

variation of temperature along the radiation path length, 

i.e., along the line-of-sight. This was not performed by 

Deep et al. [19] and hence the 2D temperature obtained 

based on the path-integrated signal of a flow which is 

essentially 3D in nature was assumed to be the actual 

temperature, and the effect of non-uniform distribution was 

not corrected. In the current paper, the shape of the 

temperature profile inside the shock layer along the line-

of-sight was interpreted by means of a numerical model of 

the flow field developed in Ansys Fluent 14.5, based on the 
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Reynolds-averaged-Navier-Stokes (RANS) equations. 

Detailed complementary CFD simulations thus provided a 

physical description of the three-dimensional flow field 

and a subsequent algorithm developed by us helped obtain 

the actual maximum shock layer temperature from the 

‘integrated’ temperature derived from TCRP. Besides, 

calculations are also influenced by a large number of 

uncertainties creeping up from the measurement principle, 

test conditions and the experimental set up [24]. An 

analysis of the measurement uncertainties is also provided. 

The experiments were conducted in the free-piston driven 

shock tunnel (FPST) HST3, housed at the Laboratory for 

Hypersonic and Shock Wave Research (LHSR), Indian 

Institute of Science (IISc). Details of the work outlined in 

this paragraph are furnished in devoted sections that 

follow, together with the results and discussion. 

2. Experimental facility 

2.1. The free-piston driven shock tunnel (FPST) 

The free-piston shock tunnel (FPST), conceptualized by 

Stalker [25], is regarded as one of the most suitable ground 

testing facilities for hypersonic, high enthalpy flow 

research of re-entry vehicles. Our experiments were 

conducted in an in-house FPST, capable of simulating 

stagnation enthalpies of up to about 25 MJ/kg, so as to 

allow efficient study of gas dissociation effects also. 

A detailed schematic of the FPST, with all its major 

parts labelled, is shown in Fig. 1. It is an ‘impulse’ facility, 

producing extremely small test times (of the order of 

hundreds of microseconds) in its test section. The heavy 

piston initially stationed at the reservoir-compression tube 

junction acts as the compression device of the driver gas 

filled in the tube at a low pressure. The reservoir is filled 

with high pressure nitrogen and the piston is released. It 

accelerates down the tube until it ruptures a metal 

diaphragm separating the compression tube and the shock 

tube. At this point, a primary shock wave travels through 

the test gas in the shock tube and reflects at the paper 

diaphragm, bringing the test gas behind it to rest and 

elevating its temperature and pressure many-fold. The gas 

then expands through the converging-diverging (De Laval) 

nozzle, attaining hypersonic velocities and producing the 

required conditions in the shock layer of the model placed 

in its test section. For a detailed account of the dimensions 

of the various parts of the HST3 shock tunnel, their 

functioning, the role of various valves (V) and pressure 

transducers (P) and the nitty-gritty of the tunnel operation, 

the reader is referred to the doctoral dissertation of Jayaram 

[26] and Chintoo [27]. 

2.2. Shock tube measurements 

The compression tube is purged and filled with the 

driver gas, helium, to a pressure of 700 mm of Hg (0.093 

MPa). Depending on our intended final conditions in the 

test section, the shock tube was filled with the test gas, 

atmospheric air, to 230 mm of Hg (0.0306 MPa). Near-

vacuum conditions are maintained in the dump tank so as 

to ensure that the nozzle operates in the third critical mode 

(design operation) up to its exit plane, where hypersonic 

flow is achieved [28]. Next, the piston is fired at a judicious 

pressure of N2 from the reservoir, so as to ensure its soft 

landing [29], and thus, minimize damage to the other end 

of the compression tube. As the driver gas is compressed, 

Fig. 1. A detailed schematic of the HST3 free-piston driven shock tunnel with various parts labelled. The control valves and pressure 

transducers have also been marked. 

Page 3 of 17 AUTHOR SUBMITTED MANUSCRIPT - MST-108786

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



4 
 

the Al diaphragm bursts at a pressure of 10 MPa, as 

measured by the P3 sensor. The speed of the primary 

normal shock travelling down the tube was measured to be 

2364 m/sec (Mach 6.8) by monitoring the time difference 

between pressure jumps recorded by the P4, P5 and P6 

transducers separated by a known distance. The stagnation 

pressure behind the reflected shock, as measured by P6, 

was 8.88 MPa. The stagnation temperature and enthalpy 

were inferred from a specialized numerical code called 

STN [30] that takes ‘real gas’ effects into account. They 

were 3643 K and 5.2 MJ/kg respectively. 

2.3. Test models 

Two different test models readily available were used for 

the experiments, to examine the effect of geometry and 

temperature profile along the line-of-sight on the relation 

between the TCRP-derived integrated temperature and 

actual temperature. A hemispherical model, with a 

diameter of 80 mm and a flat-faced cylinder with a 

diameter of 70 mm and a length of 120 mm were subjected 

to identical experimental conditions separately. A 

photograph of the models is shown in Fig. 2, with the free 

stream direction marked. 

Fig. 2. Photograph of the test models. (a) Flat-faced cylinder and 

(b) Hemisphere. The direction of the free stream has been marked 

by a black arrow. 

3. Experimental technique and set-up 

3.1. Two-color ratio pyrometry (TCRP) fundamentals 

TCRP makes use of the ratio of signals in two color 

channels of a color camera to estimate the temperature, 

assuming that the light source is a gray body. High speed 

color cameras possess either a CCD or a complementary 

metal oxide semiconductor (CMOS) sensor positioned 

behind an RGB (red, green and blue channel) color filter 

array (CFA). When the sensor receives intensity from the 

source, it produces a signal S given by Eq. (1): 

𝑆𝑖 = ∫ ∫ ∫ 𝜏𝑖(𝜆)
𝐴𝜑

700𝑛𝑚

400𝑛𝑚
𝐼(𝜆, 𝑇)𝑑𝐴 𝑑𝜑 𝑑𝜆                       (1) 

where i represents one of the R, G or B color channels, 𝜏 is 

the combined spectral responsivity of the CFA and the gain 

of the internal electronics of the detector, 𝐼 is the spectral 

radiance from the source and the environment within the 

optical path, 𝐴 is the area of the flow field within the field 

of view of the detector, 𝜑 is the solid angle subtended by 

the detector and 𝜆 is the wavelength with limits 400 nm and 

700 nm as decided by the responsivity of the camera. Since 

the sensor area is much smaller than its distance from the 

flow field, and the sensor has a high spatial resolution, it 

may be proved [24] that the above equation may be 

expressed in a simplified form as Eq. (2): 

𝑆𝑖 = 𝐶(𝐴, 𝜑) ∫ 𝜏𝑖(𝜆)
700𝑛𝑚

400𝑛𝑚
𝐼(𝜆, 𝑇) 𝑑𝜆                             (2) 

where 𝐶 is a constant that takes into account the original 

variables 𝐴 and 𝜑. 

 The spectral radiance per unit wavelength, 𝐼 from a gray 

body is given by the Planck’s law as in Eq. (3): 

𝐼(𝜆, 𝑇) = 𝜀
2ℎ𝑐2

𝜆5(exp(ℎ𝑐 𝜆𝑘𝑇⁄ ))−1)
                                             (3) 

where 𝜀 is the emissivity of the source, ℎ is the Planck’s 

constant, 𝑘 is the Boltzmann constant, 𝑐 is the speed of 

light, 𝜆 is the wavelength and 𝑇 is the temperature of the 

source. Now, since it is cumbersome to determine the 

constant 𝐶 in Eq. (2) and source emissivity 𝜀, TCRP comes 

into the picture with an ingenious solution of taking a ratio 

of detector signals for two different channels 𝑖1 and 𝑖2 to 

yield Eq. (4): 

𝑆𝑖1

𝑆𝑖2

=
∫ 𝜏𝑖1

(𝜆)
700𝑛𝑚

400𝑛𝑚 𝐼(𝜆,𝑇) 𝑑𝜆

∫ 𝜏𝑖2
(𝜆)

700𝑛𝑚
400𝑛𝑚 𝐼(𝜆,𝑇) 𝑑𝜆

                                                 (4) 

It is to be noted that the constant 𝐶, being independent of 

the color channel is cancelled in the ratio. Likewise, based 

on the grey body assumption, 𝜀 also gets cancelled. Hence, 

the experimentalist is spared of an added task of calculating 

these two quantities separately. The ratio can be readily 

ascertained for a range of temperatures by evaluating the 

integrals in Eq. (4) numerically after determining the 

spectral characteristics 𝜏 of the camera system. This is done 

by characterizing the high speed camera against a source 

of known spectral radiance. 

3.2. Camera characterization 

The optical set-up used in this work for camera 

characterization has been shown in Fig. 3. Table 1 lists the 

specifications of the optical components.  Continuous 

broadband light from a calibration lamp of known spectral 

radiance was made to pass through a monochromator to 

obtain a single wavelength with a resolution of 0.1 nm at 

its exit slit. This light was imaged onto a high speed color 

camera through a Nikkor objective lens. The camera was 

externally controlled on a computer by the PCC software 

provided by the manufacturer. The BK-7 optical window 

of the shock tunnel was also a part of the set-up so as to 

take into account its transmissivity during the calibration, 

as light from the shock layer in the test section passes 

through the same window during actual experimentation. 

The quantum efficiency of the monochromator (not 

provided by the manufacturer) was ascertained in a 

separate experiment using a photodetector of known 

spectral response positioned at the monochromator exit. 

Free stream 

(a) 

Free stream 

(b) 
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Table 1 

Technical specifications of the optical components in the set-up. 
Component Specifications 

Calibration lamp 

(Thorlabs SLS201/M) 

Stabilized tungsten- halogen light                

source, Spectrum: 300-2600 nm, 

includes uncoated aspheric 

condenser collimating lens 

(SLSC1) 

Hand-operated 

monochromator (Newport 

77250-MC) 

77298 grating assembly, Ebert-

Fastie design, ruled with 1200 

lines/ mm, 360 nm blaze, 

Spectrum: 200-1000 nm, Least 

count: 1 nm, Resolution: 0.1 nm  

High speed color camera  

(Vision Research Phantom 

v310) 

Sensor: CMOS, Pixel resolution: 

1280 x 800, Bit-depth: 8-bit and 

12-bit, Max. frame rate: 500000 

fps, Spectrum: 400-700 nm for 

color images, Objective: Nikkor 

AF-D, 80-200 mm, f/2.8 

Photodetector (Newport 

818-BB-27) 

-not shown in set-up 

Silicon biased, 2.55 mm active 

diameter, 3 ns rise time, Spectrum: 

200-1100 nm 

The calibration lamp was left switched on for about 10 

minutes to obtain a stable output. The collimated beam was 

passed through a monochromator, manually adjusted from 

400-700 nm in steps of 10 nm and the dispersed beam 

egressing from the exit slit was imaged on to the camera’s 

detector. Three such TIFF images have been shown in Fig. 

4. It is imperative to avoid the camera’s built-in post-

processing algorithms and record images in the ‘raw’ mode 

also, so as to obtain the original, unadulterated source 

intensity information. Videos of the monochromatic beam 

were acquired in the raw file format (*.cine) and a total of 

51 images were segregated and saved in a MATLAB 

readable format. An average intensity was obtained from 

these images to account for any time variation of lamp 

intensity, however small. An optimum exposure of 1250 

µsec was used to obtain unsaturated intensities in each of 

the R, G, and B color channels. As evident from Fig. 4, the 

spatial distribution of intensity was non-uniform in the 

illuminated region and hence an array of 100 (10×10) 

pixels in the center was used for average intensity 

computation. After procuring time and space averaged 

RGB intensities at sampled wavelengths, they were 

corrected accounting for monochromator efficiency and 

then divided by the source’s known radiance to discern the 

spectral responsivity (𝜏) of the CFA for each color 

channel. Since the camera optics is sensitive only in the 

visible region of the spectrum (~ 400-700 nm), all 

measurements were confined to that region. The spectral 

responsivity of each color channel is shown in Fig. 5. The 

responsivity is normalized in the range 0-1. Next, Planck’s 

spectral radiance for a range of temperatures was simulated 

and multiplied by the spectral responsivity of the CFA. 

Using the simulated camera response curves thus obtained, 

the area under them was determined and ratio calculated.  

Fig. 4. Calibration images at three chosen wavelengths. 

Fig. 5. Normalized spectral sensitivity of the color filter array for 

each color channel. 

Fig. 3. A schematic of the optical set-up for high speed camera characterization. A ray is traced from the calibration lamp to the high speed 
camera by arrows. 
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Since there are three color channels, an equivalent 

number of ratios were obtained: R/G, G/B and R/B for each 

temperature. The procedure ultimately yields a look up 

table of temperature vs. signal ratio in which the latter is 

single valued over the temperature range of interest. 

 Experiments in the tunnel yielded saturated signals in 

the R channel for some pixels. Hence, the G/B ratio was 

used for TCRP. Also, for temperature range expected in the 

experiments, G/B provides better sensitivity to temperature 

variations. Fig. 6 shows the obtained characterization 

curve. The apparatus is sensitive enough to changes in 

temperature up to about 7500 K, after which the G/B ratio 

becomes almost asymptotic to the abscissa and it becomes 

difficult for the technique to yield precise temperature 

values for a signal ratio.  

Since the TCRP technique is based on a ratio of signals 

from two different color channels, any non-linearity in the 

CMOS sensor output will affect the temperature. The 

linearity of the CMOS chip was also characterized as a part 

of this work using the calibration lamp. The simple linear 

regression model was used to obtain the best fit line for the 

scattered data in the G and B colour channels. The 

coefficient of determination (R2), indicating the quality of 

the fit was calculated to be 0.9951 and 0.9993 in the G and 

B channels respectively. The values are very close to 1, 

indicating an excellent linearity between camera signal and 

radiant intensity. Since the sensor exhibits linearity, the 

temperature results will be unaffected. 

Fig. 6. Camera characterization curve of G/B vs temperature. 

3.3. TCRP Algorithm 

The TCRP algorithm, comprising of a series of steps that 

lead to a 2D temperature contour starting at the raw 

intensity video acquired from the experiment, is explained 

in brief. First, a video of the flow was acquired by fixing 

the camera on a tripod stand outside the test section 

window and focusing it on the model in the test section in 

a direction perpendicular to its axis. All post-processing 

options were disabled, and a raw *.cine video was 

procured. The camera was operated at a large frame rate to 

record a time resolved flow. To reduce the file size and the 

external image processing time, the resolution was 

maintained just enough to image the entire shock layer 

formed. The raw video was next separated into its 

constituent images, saved as *.dng files and read into 

MATLAB. A baseline (dark) image was procured at the 

same exposure and deducted from the raw image to get rid 

of the background noise. The final raw image was a gray-

scale one, with a single intensity value at each pixel. It was 

converted into a full color image, with a bit-depth of 12 in 

each channel, by a demosaicing technique [31] to obtain R, 

G and B intensities at each pixel. Next, G/B signal ratio 

was obtained on a pixel-by-pixel basis and mapped to a 

temperature contour using the calibration curve in Fig. 6. 

The steps were repeated for each image. It is to be borne in 

mind that the obtained contours are ‘integrated’ values 

along the line-of-sight. 

3.4. Shock tunnel experimental configuration 

Fig. 7. Schematic of the shock tunnel configuration and data 
acquisition system, together with the high speed camera. 

To acquire a video of the hypersonic flow during the 

experiments, the camera was placed at a distance of about 

~2 m from the test model and focal length of the lens set to 

80 mm for a sharp image so that the entire model and the 

shock layer in front of it is covered and a good signal level 

is achieved on the pixel covering the shock region. No 

hardware binning was possible since the camera was a 

CMOS camera. No software binning was conducted since 

the spatial resolution was low. Video was acquired at a 

large frame rate of 20,000 fps, with each frame covering a 

duration of 50 µsec. For the required frame rate of 20000 

fps, the spatial resolution of the images was only about 0.56 

mm/pixel. Fig. 7 is a schematic of the experimental 

configuration. An exposure of 49 µsec was maintained. 

Although for this exposure, the red channel in some pixels 

was found to be saturated, the green and blue channels 

provided a good signal-to-noise ratio (SNR) due to high 

temperatures in the shock layer, and as such the G/B ratio 

was used for temperature characterization. 

A frame duration of 50 µsec was chosen after a few 

trials. Higher values would lead to saturation of the color 
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channels and lower values would give poor signal levels. 

Moreover, the steady-state flow duration of the shock 

tunnel was only about 260 µsec. Therefore, 50 µsec was 

sufficient to freeze the dynamics of the measurement 

scene, as confirmed from Table 4 in the manuscript. After 

the attainment of steady time at 300 µsec, the temperatures 

measured at intervals of 50 µsec are almost constant and 

vary within uncertainty limits of the apparatus. This 

suggests that within the steady test time, in spite of the 

turbulence levels, the temperature is relatively constant. 

Videos were captured in a proprietary raw format, 

*.cine, so as to prevent all internal processing and let the 

experimentalist have full control over the post-processing. 

Individual frames were then extracted from   the raw video, 

both as *.dng files (for analysis in MATLAB) and *.jpg 

files (for presentation purpose). 

3.5. Correction for the effect of non-uniform temperature 

distribution along the line-of-sight 

Like any line-of-sight (LOS) optical technique, TCRP 

presumes invariant temperature along the radiation path 

length. This is however far from reality in a shock layer, 

where temperature gradients are rampant throughout its 

structure [32]. Such non-uniformities can adversely affect 

the TCRP measurements. The present work is a step 

towards interpretation of TCRP integrated temperature and 

studying its sensitivity to temperature distribution along 

the LOS, thereby estimating the actual temperature at the 

stagnation (central) plane location in the shock layer. The 

approach starts with an axisymmetric, 2D shock layer 

temperature distribution 𝑇(𝑥, 𝑟) simulated by means of a 

numerical model developed in Ansys Fluent 14.5 CFD 

software. The following subsections elucidate the 

numerical model and its manipulation to establish a 

relationship between the stagnation plane temperature and 

the TCRP-derived one.  

3.5.1. Numerical model 

Separate simulations were performed for the cylindrical 

and hemispherical test models. 2D, axisymmetric 

geometry was generated to save computational time and 

the flow field was captured with about 300,000 cells after 

a grid-independent study. The computational volume was 

made large enough in order to negate the boundary effects. 

The governing equations, namely the mass conservation, 

Reynolds-averaged momentum conservation (Navier-

Stokes for turbulent model) and energy equation were 

discretized using the cell centered finite volume approach. 

A density-based, steady state solver was used, with the 

former accounting for compressibility effects that become 

conspicuous in hypersonic flow. The free stream Reynolds 

number was 5.8×105 per unit length, implying a turbulent 

flow. Therefore, the two-equation k-ω SST turbulence 

model, known to augment the fidelity of computations in 

chemically reacting flow [33,34] was employed, with the 

species transport model incorporated to simulate the 

chemical reactions in the shock layer. Thorough finite-rate 

chemistry was setup for external hypersonic flow. The 

Eddy Dissipation Concept (EDC) model was applied to 

predict the turbulence-chemistry interaction. Air was taken 

as the test gas, consistent with experiments, with mixing 

law formulation for isobaric specific heat (𝐶𝑝), thermal 

conductivity (𝑘) and viscosity (𝜇) of the bulk gas. A 5-

species (𝑁𝑂, 𝑁, 𝑂, 𝑂2 𝑎𝑛𝑑 𝑁2), 5-reaction (volumetric 

type) model was used for the computations, sufficient for 

our case where no ionization of gases is expected. The 

modeled reactions are listed in Table 2.  

Table 2 

5-reaction model used for the finite rate chemistry. 

Piecewise linear 𝐶𝑝 with temperature variation obtained 

from NASA polynomials look up table [35], kinetic-theory 

based 𝑘, and Sutherland law based 𝜇 were input for each 

species. The temperature-dependent forward rate constant 

for each reaction was predicted by the modified Arrhenius 

rate equation [36]. The equation requires several inputs 

such as a pre-exponential factor, temperature exponent, 

reaction activation energy and the universal gas constant. 

The first three are reaction dependent and are obtained 

from the NIST database [37]. Next, suitable boundary 

conditions (BCs) were allocated to the flow domain. 

Stationary wall with no-slip, isothermal and zero species 

diffusive flux BCs were specified at the wall. Pressure-

outlet and pressure-far-field BCs were specified at the 

outlet and inlet boundary respectively. The line of 

rotational symmetry has been specified as the axis. The 

flow field is initialized with the free stream (far field) 

conditions. An absolute convergence criterion was used, 

and the simulation was run until all the residuals fell to at 

least 1×10-06. The modeled domain along with the BCs, for 

the cylinder and hemisphere has been shown in Fig. 8. 

Fig. 8. Modeled domain with BCs. (a) Cylinder and (b) 

Hemisphere. 

Reaction Name Reaction 

O2 dissociation 𝑂2 = 2𝑂 

N2 dissociation 𝑁2 = 2𝑁 

NO dissociation 𝑁𝑂 = 𝑁 + 𝑂 

N2-O exchange NNOON 2
 

NO-O exchange 2ONONO   

(a) (b) 
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3.5.2. Relation between stagnation-plane temperature and 

TCRP temperature 

The converged numerical simulation yields a 2D 

distribution of physical quantities in the shock layer. Since 

both the models possess cylindrical symmetry, the 

quantities are invariant in an ideal flow in the azimuthal 

direction (
𝜕( )

𝜕𝜃
= 0). The 2D solution may thus be rotated 

about the axis to yield a full 3D distribution. Radiation 

propagation inside the shock occurs through emission and 

absorption, which together determine the amount of  

radiation intercepted by the camera. Following are the 

assumptions made: (a) Radiation propagates along lines 

parallel to the shock symmetry plane; (b) The shock layer 

is an amalgamation of several tiny pockets of gas layers 

with soot particles, each behaving as a grey body and 

emitting a spectral radiance depending on its temperature 

based on Planck’s law and weighted with the 

corresponding density fraction, as in Eq. (5): 

𝐼𝑐𝑎𝑚𝑒𝑟𝑎(𝜆, 𝑇𝑖𝑛𝑡) = ∑ 𝐼𝑠ℎ𝑜𝑐𝑘 𝑙𝑎𝑦𝑒𝑟(𝜆, 𝑇𝑖) ∗ 𝜌𝑖/𝜌𝑚𝑎𝑥
𝑛
𝑖=1      (5)   

where 𝐼𝑐𝑎𝑚𝑒𝑟𝑎 is the net intensity as would be received by 

camera, 𝐼𝑠ℎ𝑜𝑐𝑘 𝑙𝑎𝑦𝑒𝑟  is the Planck’s intensity leaving the 𝑖th 

pocket in the modeled shock layer whose temperature is 𝑇𝑖  

and density is 𝜌𝑖 and 𝜌𝑚𝑎𝑥 is the maximum density along 

the line-of-sight. 𝑇𝑖𝑛𝑡  is the temperature corresponding to 

the integrated signal on the camera 𝐼𝑐𝑎𝑚𝑒𝑟𝑎 . 𝑖 spans across 

the line of sight, taking all points along the LOS (divided 

into 𝑛 points). Fig. 9 is a schematic showing the 

propagation of radiation along the line of sight.  

Fig. 9. Schematic of propagation of radiation along line-of-sight. 

Path length (same as shock thickness) varies from zero to 𝐿𝑚𝑎𝑥. 

 Reabsorption of signal has not been taken into account 

in this work in Eq. (5). Since the total intensity falling on 

the camera is decided by the product of the emitted 

radiation and the absorptivity, it won’t affect the 

temperature results from TCRP due to the grey-body 

assumption. The absorptivity, just like emissivity, would 

be independent of wavelength due to this assumption and 

would get cancelled out while calculating the color channel 

ratio. Even without grey body assumption, the effect has 

been shown to be small (typically ~1%) [38]. So the effect 

of reabsorption is neglected in this work. 

𝑇𝑖  was known from the simulation at all points, 1 𝑡𝑜 𝑛, 

along any chosen line-of-sight. Hence, 𝐼𝑠ℎ𝑜𝑐𝑘 𝑙𝑎𝑦𝑒𝑟  was 

computed at those points from the Planck’s law. Since 𝜌𝑖 

and 𝜌𝑚𝑎𝑥 on the LOS were also known, Eq. (5) was used 

to determine the net radiation 𝐼𝑐𝑎𝑚𝑒𝑟𝑎 viewed by the 

camera. This radiation is a spectrum that spans over the 

visible region. By normalizing it with the maximum value 

and iteratively fitting it with the normalized Planck’s 

equation by the method of least squares, the corresponding 

temperature 𝑇𝑖𝑛𝑡  was obtained. The algorithm was repeated 

for all LOSs covering the volume of the shock layer, 

thereby securing a 2D distribution of the integrated 

temperature. This would be the expected TCRP-derived 

temperature, if the actual temperature profile were to be the 

same as that given by simulation. MATLAB was used for 

all coding purposes.  

Next, the 2D distribution of integrated temperature from 

simulation was compared to that obtained by TCRP from 

the actual experiments in the tunnel. Although the shape of 

the temperature iso-lines were quite similar in both the 

cases; the absolute values were disparate. At any point, the 

TCRP calculated temperature was lower than its 

simulation-derived counterpart. A possible cause is losses 

in the shock tunnel flow. The actual flow in the nozzle 

experiences wall friction and heat loss to the conducting 

walls, which have been neglected. The enthalpy assumed 

may not be achieved in reality due to these losses.  

 The following iterative algorithm was adopted to 

predict the actual temperature in the stagnation plane using 

the simulation result and experimental data. It was assumed 

that the shape of the unknown profile in the experiment was 

the same as that in the simulation. Every LOS in the 

simulation has a temperature midway of the radiation path 

length, i. e., at the intersection of the LOS and the vertical 

stagnation plane (called so as it contains the stagnation 

point 𝑆), marked 𝑀 in Fig. 9. Let it be called 𝑇𝑚𝑖𝑑. 

Different values of 𝑇𝑚𝑖𝑑 were taken and the entire 

temperature profile was successively scaled with a factor 

equal to the ratio of the original 𝑇𝑚𝑖𝑑 and the new value 

(𝑇𝑚𝑖𝑑)𝑛𝑒𝑤 . For each scaled profile, an integrated 

temperature was obtained following the procedure outlined 

in the previous paragraph. The profile, for which the 

integrated temperature matched that from experiment, was 

fixed as the actual experimental temperature profile and the 

corresponding (𝑇𝑚𝑖𝑑)𝑛𝑒𝑤  was fixed as the actual 

temperature on the stagnation plane. When repeated for all 

LOSs, a 2D distribution of actual mid-plane temperature 

was obtained. The rationale behind choosing 𝑇𝑚𝑖𝑑 was that 

along any LOS, that would ideally be the maximum 

temperature as it lies on the stagnation plane and any 

design based on it would be a safe one. In this way, the 

actual temperature distribution on the stagnation plane was 

S: Stagnation 
point 

SP: Stagnation 
plane 

M: Mid-point of L 

The free stream direction is into the plane of the paper 
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estimated from the TCRP-derived temperature 

distribution. Since only the profile shape of the temperature 

distribution along the LOS is used from the simulation 

instead of the absolute values, the effect of small 

uncertainties in simulations on the final temperature values 

are negligible. The results have been reported for both the 

geometries, to appreciate geometry-based differences.      

4. Results and discussion 

4.1. Free stream conditions 

Pressure transducer (𝑃5 𝑎𝑛𝑑 𝑃6) signals from the shock 

tube have been shown in Fig. 10, along with the pressure 

signal from the pitot transducer mounted in the test section. 

The signal is amplified for easy visualization. It reveals a 

steady test time of about 260 µsec, highlighted in light 

grey. From the pressure and shock speed measurements, 

another code STUBE 2.5, a 1D code for simulating shock 

tube nozzle flow, was used to predict the nozzle exit free 

stream conditions, denoted by a suffix ∞. The stagnation 

conditions behind the reflected shock, which are also 

inputs to STUBE, were predicted by STN as mentioned in 

Section 2.2. Table 3 lists the free stream conditions. 

Fig. 10. Shock tube and pitot pressure transducer signals. 

Table 3 

Nozzle exit free stream conditions from STUBE. 

4.2. TCRP of color images of the flow from the test section 

to determine temperature evolution with time 

Duration of 50 µsec for each frame allowed us to obtain 

at least four frames in the available flow steady time. The 

instant at which the first faint glow appears is taken as the 

beginning of time (𝑡 = 0 µ𝑠𝑒𝑐). Fig. 11 shows the *.jpg 

images of the development of the shock layer over the 

cylinder and the hemisphere. It was found that just after the 

steady flow time, the shock layer was disturbed by the 

paper particles from the paper diaphragm that make their 

way into the test section and burn in the shock layer. This 

alters both its structure and temperature. Hence, analysis 

was confined only to images up to the steady test time. 

The images shown in Fig. 11 were read into MATLAB 

one by one. A dark, baseline image acquired at the same 

exposure was subtracted from each image to remove stray 

background intensity falling on the sensor. Unlike most 

CFAs which possess a Bayer ‘RGGB’ alignment pattern 

[39], the v310 camera CFA has a ‘GBRG’ pattern. This 

information was used to perform an interpolation step 

called demosaicing in MATLAB, which converts raw grey 

intensity image into a full color RGB image. The RGB 

intensities are thus obtained on each pixel, as arbitrary 

‘counts’. The color image was next cropped to a region of 

interest covering the shock layer and a small portion of the 

model. The G/B ratio was procured at each pixel and 

mapped to a temperature based on the look up table 

obtained from camera characterization. Finally, we have a 

line-of-sight integrated 2D temperature profile. Since a 

profile is obtained for each time resolved image, a variation 

of temperature with time may be known. We were mainly 

concerned with temperature in the stagnation region of the 

model, as it is the basis of most contemporary design. Since 

it was difficult to locate a single stagnation point, a small 

rectangular region of 15 pixels was used to compute an 

average stagnation temperature. Table 4 gives the relevant 

numbers. 

Table 4 
Temperature variation with time. 

 

Temperature for the first two frames could not be 

determined due to an extremely poor SNR. The table 

reveals important insight into the flow development. From 

the instant the flow just reaches the model (𝑡 = 0), the 

temperature hovers around 3000 K for the cylinder and 

Mach number 𝑀∞ 10.06 

Static pressure 𝑃∞ (Pa) 210.933 

Static temperature 𝑇∞ (K) 246.12 

Static density 𝜌∞ (kg/m3) 0.002964 

Velocity 𝑈∞ (m/sec) 3072.26 

Reynolds number 𝑅𝑒∞ (million/m) 0.58 

Image 

no. 

Time 

(µsec) 

Cylinder 

temperature 

(K) 

Hemisphere 

temperature 

(K) 

1 0 - - 

2 50 - - 

3 100 3019 2759 

4 150 3143 3176 

5 200 3096 2815 

6 250 3019 2711 

7 300 3590 3283 

8 350 3597 3309 

9 400 3691 3273 

10 450 3676 3313 

260 µsec 
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around 2750 K for the hemisphere (except an outlier of 

3176 K), for the first 250 µsec. From the seventh image 

onwards, there is a sudden jump in temperature, remaining 

almost unchanged thereafter, suggesting onset of steady 

test time. Since the flow is disturbed after 450 µsec, it is 

not possible to predict the exact steady test time from the 

table. But it is certainly greater than 200 µsec. This is in 

good agreement with the pitot signal in Fig. 10. The signal 

starts rising, indicating flow arrival, at about 2500 µsec and 

becomes steady after 250 µsec at about 2750 µsec. It then 

remains steady for about 260 µsec. TCRP-derived 

temperature contour at 400 µsec has been shown for both 

the models in Fig. 12. Location of the model has also been 

shown along with the 2D temperature map. 

The only drawback of the current system compared to 

the DSLR-based system is the poor spatial resolution for 

the exposure time settings (49 µs) used in the current 

experiment. This is the cause for the large and unsmooth 

pixel-to-pixel variation in the uncertainty. The temperature 

in the region of interest, i.e., in the shock layer lied between 

about 2000 K and 4200 K for the cylinder and the 

hemisphere. The temperature scales have been adjusted to 

show this variation. The stagnation region utilized for 

average temperature calculation has been enclosed in a 

white rectangle. Average stagnation temperature in the 

selected rectangular region for cylinder and hemisphere are 

3691 K and 3273 K respectively. 

Emission spectroscopy was performed in the test section 

of the FPST [19]. Over and above the continuous 

broadband, sharp emission peaks occur at around 590 nm 

due to presence of metal impurities like sodium that sweep 

along with the flow into the test section. Another line due 

to O atom exists at 777 nm, but was not considered in the 

present study since it is outside the visible region of the 

spectrum. These peaks will definitely lead to a cross talk in 

the color channels and need to be accounted for to obtain a 

corrected temperature. The procedure for correcting the 

temperature has been described in Deep et al. [19]. The line 

corrected temperature is about 78 K higher than that 

obtained with the line contribution at an absolute 

temperature value of about 3125 K, and 62 K higher at an 

absolute temperature of about 2641 K. 

Fig. 11. Time resolved images of hypersonic, high-enthalpy flow over (a) Flat cylinder and (b) Hemisphere. Each frame covers an interval 
of 50 µsec. In both the cases, the shock layer was disturbed by paper particles after 450 µsec. 

(b) 

(a) 
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Fig. 12. Illustration of line-of-sight integrated 2D temperature 

field in the shock layer at 400 µsec over the (a) Cylinder and (b) 

Hemisphere. 

4.3. Comparison of temperature results from the single-

frame DSLR camera and the high-speed camera for the 

cylinder 

A comparison of the temperature obtained from the 

single-frame DSLR camera and from the high-speed 

camera operated at 20,000 fps (each frame covering 50 µs) 

has been shown for the cylindrical model in Fig. 13. The 

time-integrated 2D temperature distribution in the shock 

layer obtained from the DSLR camera has been shown in 

Fig. 13(a). The temperature obtained in the stagnation 

region was about 3237 K, with a run-to-run variation of ± 

41 K. The temperature obtained from the high-speed 

camera during precisely the steady test time at t=400 µsec, 

as shown in Fig. 13(b), is 3691 K. This is within 

uncertainty limits of the value of 3643 K predicted by the 

STN code. Hence, time resolved temperature measurement 

during the test time shows that the stagnation temperature 

obtained using the high speed camera is higher by as much 

as 14% from its integrated counterpart using the DSLR 

camera. Although the DSLR camera yields a highly 

spatially resolved temperature distribution in the shock 

layer, it suffers from the drawback of time integration and 

hence yields a much lower temperature than expected.  

Fig. 13. Comparison of 2D temperature contours obtained from 

(a) The single-frame DSLR camera and (b) The high-speed 

camera. The DSLR camera yields a stagnation region time 

integrated temperature of about 3237 K, whereas the high speed 

camera gives a value of 3691 K at an instant during the steady test 

time. 

 

(a) 

(b) 

(a) 

(b) 

(a) 

(b) 
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4.4. Temperature contours from Fluent and comparison 

between stagnation-plane temperature and integrated 

temperature contours 

The nozzle exit free stream conditions obtained from 

STUBE (in Table 3) were used as far field BCs for the 

numerical simulations. A pressure of absolute zero was 

maintained at the pressure outlet to simulate the vacuum 

condition in the dump tank. The solution files obtained 

from Fluent were exported into MATLAB as matrices and 

the 2D contours were plotted. The contour plots of 

temperature for the cylindrical and hemispherical model 

have been shown in Fig. 14 for a selected region of the flow 

field. It is worthwhile to mention that these are the 

temperature contours on the stagnation plane. Due to 

circumferential symmetry, if this plane be rotated by 360º 

about the axis, the full 3D contours would be obtained. 

Fig. 14. Temperature contours obtained from simulations on the 

stagnation plane for flow over the (a) Cylinder and (b) 

Hemisphere. The models have also been sketched. 

Ideally, the maximum temperature location is the 

stagnation point (on the axis of rotational symmetry) on the 

model wall, but due to an isothermal wall BC in Fluent, the 

temperature at the wall remains equal to the room 

temperature of 300 K (therefore, no inference should be 

made from that region) and the maximum occurs slightly 

upstream, where the wall effects become negligible. As one 

moves away towards the aft of the model, the temperature 

falls. The maximum temperature in case of the cylinder 

was about 4290 K at -0.057 m (stagnation point= -0.051 

m), while for the hemisphere it was about 4290 K at -0.042 

m (stagnation point= -0.04 m) on the axis. 

Next, the integrated 2D temperature profile, as would be 

obtained from TCRP if the stagnation plane profiles in Fig. 

14 were to represent the actual experimental profile, was 

obtained. The methodology outlined in Section 3.5.2 was 

adopted. The integrated profiles are shown in Fig. 15. 

Fig. 15. Integrated 2D temperature contours obtained from 

simulation, for flow over the (a) Cylinder and (b) Hemisphere. 

MODEL 

(b) (All distances are in m) 

MODEL 

(a) (All distances are in m) 

MODEL 

(a) (All distances are in m) 

MODEL 

(b) (All distances are in m) 
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Along any line-of-sight, the integrated temperature 

would be close to (but certainly less than) the maximum 

temperature along that line. This is because the emitted 

black-body light intensity scales with the 4th power of 

temperature and majority of the contribution to the path-

integrated signal comes from the region with highest 

temperature. It is for this reason that there are no low 

temperature (~300 K) regions close to the model wall in 

Fig. 15. To acknowledge the spatial variation of difference 

in stagnation plane temperature and integrated 

temperature, Fig. 16 has been provided. The region of 

interest is confined only to that marked in Fig. 15 with a 

white rectangle. The region where wall effects exist (x=-

0.04 m, y=0 m) for the hemisphere have been masked. 

Fig. 16. Spatial distribution of difference between stagnation 

plane temperature and line-of-sight integrated temperature 
contours for (a) Cylinder and (b) Hemisphere. 

For the cylinder, in the stagnation region at -0.057 m and 

closest to the axis (marked in Fig. 16), integration effect 

reduces temperature by about 110 K. For the hemisphere, 

in the stagnation region at -0.042 m closest to the axis, 

integration effect reduces temperature by about 76 K. 

Fig. 17. The actual temperature contours on the stagnation plane 

(upper half) and difference between actual and TCRP-derived 

temperature contours (lower half) at 𝑡 =400 µsec for (a) Cylinder 

and (b) Hemisphere. 

The outlined technique was then employed to obtain the 

actual temperature contours on the stagnation plane. This 

was done for each image in the steady test time and actual 

temperature contours as a function of time was obtained. A 

comparison between the TCRP-derived temperature and 

the actual temperature in the stagnation region has been 

(b) (All distances are in m) 

(a) (All distances are in m) 

(a) Actual temperature contours in 

the upper half of shock layer 

Difference between actual and TCRP-

derived temperature contours 

(b) Actual temperature contours in 

the upper half of shock layer 

Difference between actual and TCRP-

derived temperature contours 
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furnished in Table 5. The contours have been compared for 

𝑡 =400 µsec in Fig. 17. In both Fig. 17(a) and 17(b), the 

upper half is the actual stagnation plane temperature, 

whereas the lower half is the plot of difference between the 

actual temperature and the TCRP-derived integrated 

temperature. 

Table 5 

Comparison between TCRP- derived and actual temperature in 

the stagnation region. 

 

It may be noted from the table that the actual stagnation 

plane temperature in case of the cylinder is higher than the 

TCRP-derived integrated temperature by approximately 

100 K consistently across frames during the steady time. 

As for the hemisphere, it was higher by half that value, 

about 58 K. This leads to a conclusion that the variation in 

temperature along the line-of-sight for the hemisphere is 

lesser compared to that for the cylinder, for reasons 

discussed in the conclusion section. 

It is to be noted that the pressure and temperatures 

encountered in the shock region are transient. The 

temperature approaches high values even greater than 3500 

K. To our knowledge, there is no easy benchmarking 

experiment, as in a laminar flame where one can do a 

controlled calibration experiment at a known temperature 

and pressure. 

5. Uncertainty analysis 

One of the major factors contributing to uncertainty in 

the TCRP technique is the selection of wavelength for 

source radiance detection. Zhao and Ladommatos [40] 

mentioned several advantages of the visible spectrum over 

the infrared, including greater sensitivity of radiation to 

temperature and lesser intrusion of discrete sharp 

emissions. TCRP using a color camera ensures working in 

the visible regime. 

The equipment used also presents uncertainty in the 

results, mainly by way of noise. Svensson et al. [41] 

discussed several noise phenomena for color digital 

cameras; such as read noise which would be negligible for 

scientific grade cameras as used in our work, thermally 

generated noise which was minimized by using a cool 

camera and addressed by subtracting a dark image, and 

fixed pattern noise which occurs due to variation in 

individual pixel sensitivity and was addressed by repeating 

the camera calibration for different positions of the sensor 

intercepting light from the calibration lamp. The maximum 

difference in G/B ratio for the two positions for any 

temperature (1500 K-4500 K) in the calibration curve was 

a nominal 0.4% and hence has been neglected. Soot and 

dust deposition on the optical window of the test section 

may also add up to the uncertainties in the final result, 

which is why the window was made to be a part of the 

calibration set-up. 

Apart from these, a sensitivity analysis of TCRP was 

performed by studying the effect of various parameters on 

the uncertainty in temperature. These have been elucidated 

below. 

 The effect of choice of focal length (for a fixed 

exposure time of 49 µsec, same as that used during 

shock tunnel experiments) on the shot-to-shot and 

pixel-to-pixel uncertainty in camera signal was 

determined in a separated calibration experiment. The 

focal length of the camera lens was varied from 80 

mm to 200 mm. It was observed that changing the 

focal length had negligible effect on signal 

uncertainty. The shot-to-shot uncertainty and pixel-

to-pixel uncertainty were about ±3.8% and ±6.9% 

respectively, for any chosen focal length. 

 Similarly, the effect of choice of exposure time (for a 

fixed focal length of 80 mm, same as that used during 

shock tunnel experiments) on the shot-to-shot 

uncertainty in camera signal was determined. The 

exposure time of the camera lens was varied from 49 

µsec to 1500 µsec. For the exposure time also, it was 

observed that changing it had negligible effect on 

signal shot-to-shot uncertainty. The shot-to-shot 

uncertainty was about ±3.8% for any chosen 

exposure.  

 Using the quantified camera noise (at exposure time 

of 50 µsec and focal length of 80 mm, same as those 

used for shock tunnel experiments), an uncertainty 

analysis was performed based on the calibration 

between G/B ratio and temperature, to estimate the 

pixel-to-pixel uncertainty in temperature (in the 

shock tunnel experiments) due to camera noise for the 

flow at t=400 µsec. The % uncertainty map of 

temperature estimated for the cylindrical and 

hemispherical model are shown below in Fig. 18. It 

may be noted from the figure that the uncertainty in 

the shock layer region, where the SNR is high, is very 

low (maximum of about ±3% and ±6% for the 

cylinder and hemisphere respectively). However, in 

regions on the model and in the freestream, the 

uncertainty rises to as much as ±20% or higher due to 

poor SNR. These regions are masked in the results. 
 
 
 

 

 

Ima

ge 

no. 

 

Time 

(µsec) 

Cylinder 

temperature (K) 

Hemisphere 

temperature (K) 

TCRP-

derived 

Actual TCRP-

derived 

Actual 

7 300 3590 3685 3283 3341 

8 350 3597 3695 3309 3367 

9 400 3691 3793 3273 3330 

10 450 3676 3775 3313 3371 
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Fig. 18. % Uncertainty in temperature at 𝑡 =400 µsec due to 

camera noise for (a) Cylinder and (b) Hemisphere. 
 

To ensure flow repeatability of the shock tunnel, 

experiments were repeated several times. The run-to-run 

uncertainty in the driver gas fill pressure was ±1.88% and 

that for the driven gas was less than ±1.5%. The uncertainty 

in shock speed measurement was below ±2.5% and that in 

test time from pitot was about ±4%. The corresponding 

numbers for the measured stagnation pressure and metal 

diaphragm bursting pressure were ±2% and ±3% 

respectively. The stagnation temperature, enthalpy and 

density from STN had a derived uncertainty of ±1.8%, 

±2.2% and ±2.2% respectively. These led to an uncertainty 

of less than ±2.3% in all free stream quantities, except for 

Reynolds number/length (±5%).  

The color filter array in front of the CMOS sensor of the 

high-speed color camera has a ‘Bayer’ pattern which 

allows intensity measurements in three different channels, 

namely R, G and B, via an interpolation algorithm known 

as demosaicing. In that sense, it is a multiple channel 

pyrometer. The advantage of our design, over some other 

multi-camera design reported in open literature, such as 

that by Fu et al. [42] is that we need only one camera, so 

alignment of multiple sensors to match the field of view is 

not required. Also separate filters are not needed. Their 

system can be converted to a high-speed one by replacing 

the CCD cameras with high-speed single channel CMOS 

cameras. 

6. Conclusions 

The work was aimed at measuring the temperature in a 

hypersonic, high-enthalpy dissociating shock layer using 

two-color ratio pyrometry. The main focus of the paper was 

to address the problems of time integration and line-of-

sight integration of source radiant intensity, which 

ultimately affects the deduced temperature. The 

demonstration of the technique in a previous work using a 

DSLR camera yielded only the temperature values 

integrated over the entire flow duration. This issue was 

overcome by using a high speed camera at a frame rate of 

20,000 fps to acquire images at an exposure time of 49 µsec 

and thereby sufficiently sampling the flow having a steady 

test time of about 260 µsec. The evolution of temperature 

with time was noted for two different models 

independently, a flat-faced cylinder and a hemisphere. The 

steady TCRP-derived temperature for the cylinder in the 

stagnation region was found to be about 3650 K with an 

uncertainty of ±3% in the shock layer due to camera noise, 

whereas for the hemisphere it was about 3300 K (350 K 

lower) with an uncertainty of ±6%. These values, as 

explained in the text, were line-of-sight integrated values 

across the thickness of the shock layer. Detailed CFD 

simulations were performed in Ansys Fluent to model the 

actual 3D flow field and an algorithm was developed to 

obtain the actual temperature in the central (stagnation) 

plane of the flow from the path-integrated TCRP-derived 

temperature. The actual temperature in the stagnation 

region on the vertical plane of symmetry (stagnation plane) 

for the cylinder was higher by about 100 K than the 

corresponding TCRP-derived integrated temperature. In 

case of the hemisphere, the actual temperature was only 

about 58 K higher. The larger difference in the cylindrical 

model was because the line-of-sight for the cylinder 

constituted a larger variation of temperature compared to 

the case of hemisphere where the transition from the shock 

region to the free-stream along the line of sight was more 

sudden.  

The effect of time integration was much higher than that 

of line-of-sight integration on the temperature results. For 

the cylinder, the time resolved temperature obtained from 

the high-speed camera during the steady test time was 

about 14% higher than the time integrated value from the 

DSLR camera, whereas the actual stagnation plane 

temperature after accounting for line-of-sight integration 

was only about 2.76% higher than the integrated one. 

The results indicate that a high-speed camera may be 

readily used as a non-intrusive pyrometer in short duration 
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impulse facilities for accurate shock layer temperature 

characterization. Also, the measurement technique (TCRP) 

is simple and easy to implement on a day-to-day basis in 

shock tunnels. 
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