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Abstract The new era of software signal processing has a large impaetdio astronomy
instrumentation. Our design and implementation of a 32rargte, 33 MHz, dual polar-
ization, fully real-time software backend for the GMRT, ngsionly off-the-shelf compo-
nents, is an example of this. We have built a correlator anebanfiormer, using PCl-based
ADC cards and a Linux cluster of 48 nodes with dual gigabi¢rimode connectivity for
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real-time data transfer requirements. The highly optihizempute pipeline uses cache ef-
ficient, multi-threaded parallel code, with the aid of veized processing. This backend
allows flexibility in final time and frequency resolutionscathe ability to implement algo-
rithms for radio frequency interference rejection. Ourrapgh has allowed relatively rapid
development of a fairly sophisticated and flexible backeswtiver system for the GMRT,
which will greatly enhance the productivity of the teleseolm this paper we describe some
of the first lights using this software processing pipel\WWe. believe this is the first instance
of such a real-time observatory backend for an intermediat= array like the GMRT.

Keywords Radio interferometer Correlator- Beamformer COTS- High performance
computing- Parallel processingRFI

1 Introduction

Radio astronomy started with single dishes. The sengitivit resolution of a single dish ra-
dio telescope is limited by its physical aperture area. Duke larger wavelengths involved,
the resolution of even the largest such radio telescope Arbebo dish, which is 300 m in
diameter — is poor compared to its optical counterparts.vBvamme this limitation, radio
astronomers have evolved the technique of interferometigiwsynthesizes large apertures
using multiple single dishes. The first multi-element radierferometer for astronomy was
built by Sir Martin Ryle [12]. An interferometer measures ttross-correlation between the
signals for a given pair of antennae. The instantaneou® \@flthis cross-correlation (also
called “visibility”) estimates one Fourier component oéttwo dimensional brightness dis-
tribution in the sky plane. The frequency of the measurediEbgomponent depends on
the vector distance between the two antennae, projectecageitne normal to the direction
of the source (also called “baseline”). For an arrajNadintennae, at any given time, there
will be N # (N — 1) /2 such baselines and corresponding visibility measuresnénte to the
rotation of the Earth, the baseline vectors change with,teflewing many more Fourier
components to be measured. By taking a 2-D Fourier Trans@drthe measured visibili-
ties (after appropriate calibration), one can obtain thetsightness distribution [15], with
a resolution that corresponds to an aperture size equakttatbest separation in the ar-
ray. Some of the major aperture synthesis interferometaysiin operation today are, the
Very Large Array (VLA) of NRAO, the Westerbork Synthesis Radlelescope (WSRT) of
ASTRON, the Australia Telescope Compact Array (ATCA) of Af,Xhe Giant Metrewave
Radio Telescope (GMRT) of NCRA.

The GMRT consists of an array of 30 antennae, each of 45 m tésspread over a
region of 25 km diameter, and operating at 5 different wavedbdrom 150 MHz to 1450
MHz [14]. Amongst the multi-element earth rotation apestaynthesis telescopes operat-
ing at meter wavelengths, the GMRT has the largest coligamea. The GMRT can also
be configured in array mode, where it acts as a single dish éyngdhe signals from indi-
vidual dishes([5]. This mode of operation is used for stugyiompact objects like pulsars,
which are effectively point sources even for the largegrietometric baselines. The max-
imum instantaneous operating bandwidth at any frequenoyg 33 MHz. Each antenna
provides signals in two orthogonal polarizations, whioh processed through a heterodyne
receiver chain and brought to the central receiver buildimgere they are converted to
baseband signals and fed to the digital backend consistiogrelator and pulsar receiver.
The existing GMRT hardware backend uses Application Smelifegrated Circuit based
design approach, which is fairly efficient and optimized ifsrprime scientific goals, but



has limited flexibility. It also suffers from some limitatie due to quantization effects in
the hardware pipeline. The pulsar receiver, which usest®igignal Processing chips, is
somewhat more flexible in its configuration and capabiliti¥i&h the growing impact of the
GMRT, there is a strong need felt by the user community forxakfle and more powerful
backend which can support new regimes of observations. $aamaples of these are : (i)
spectral line observations requiring higher frequencyltg®n over larger bandwidths (ii)
pulsar searches and surveys for transient sources regjtiigher time resolution across a
wide field of view, including the capability of forming myllie phased array beams within
the primary field of view. Furthermore, like most low freqagmadio telescopes, the GMRT
is also affected by local radio frequency interference jRHoth narrow spectral lines and
broadband, impulsive signals. To produce data with highadyin range and low noise, it is
essential to detect and filter out such RFI signals, at varstages in the processing pipeline.
The existing GMRT hardware backend is not designed to addnesh issues. A software
based backend can be an attractive option to overcome fh@ssibns.

A software backend is a real-time or off-line processingepife that runs on a super-
computer or cluster of computers. The rapid growth in gdrugpose computing power
during the last few years had made it possible to compete thélprocessing speeds of
dedicated hardware. Besides this, fast data transpog belkween computers are now pos-
sible due to the availability of high speed gigabit netwngkiStorage media have also gone
through a revolution in the last few years, in terms of cagaand throughput. All these
recent advancements have made it attractive to attempyrdesi software backends for
radio astronomy. This is aided by the fact that the computeguired for the processing
of signals from a multi-element interferometric array isyweell suited for implementa-
tion on multi-processor computers. Use of commercial lod-shelf (COTS) components
and software processing blocks significantly reduces therakyears of development time
required for hardware backends. It also makes the upgradeb gasier, by replacing with
faster computers without spending effort in rebuilding pinecessing blocks again. The al-
gorithms implemented in software are much more flexible; features can be added easily,
and new regions of parameter space can be explored veryrientlg.

Design of correlators using off-the-shelf general purposeputers is not an entirely
21st century approach. Very long baseline interferomé\rldBI) observations, where the
distances between the antennae are much greater than entiomal interferometers, were
started with the recording of raw voltage samples from eatbrema onto magnetic media.
The recorded data from all the antennae in the VLBI networkevemrrelated off-line us-
ing general purpose computers. The first such softwarelatwrevas implemented on IBM
mainframes (system 360/50) at the NRAO by the NRAO-CorneBWVgroup around 1967
[1]. The input data were from a Mark | tape recording systelimeiawith a rather modest
operating bandwidth of 360 kHEz][7]. Over the next few decatiesincrease in complexity
of the VLBI systems — due to increase in bandwidths and nurabantennae- resulted
in a switch towards specialized hardware correlators tegs® the data, e.g. Very Long
Baseline Array (VLBA) of NRAO, Joint Institute for VLBI in Bwpe (JIVE), the Canadian
S2 system. This was the era where hardware/firmware optiens fsund to provide real-
istic solutions[[2]. However, Moore’s law was slowly categiup with these requirements,
and by the late 1990s, the availability of computing powecl(iding distributed parallel
processing) and high speed, high density data storage itpalsenewed the interest of
the radio astronomy community in software processing. 1901% gated cross-correlator
for Mark Il VLBI was devised by Petit et al. [9]. The DiFX VLBIlarrelator [4] designed
by the Swinburne University of Technology, which extenkivemploys parallel process-
ing techniques, is the most recent milestone in this regdosvever, all these projects are



mostly for off-line processing of recorded data. Philligsak [10] demonstrated real-time
e-VLBI for an array of four telescopes from the AustraliamboBaseline Array, with 16
MHz of observing bandwidth, using the DiFX correlator. Howe the work described here
to develop a software based backend for the GMRT is probablfirst implementation of a
fully real-timesoftware pipeline as a regular observatory backend for aumesized array.
The upcoming BlueGene-L based central processing unihéoL OFAR telescopé [11] will
be another such fully real-time backend. The IBM cell preocedased e-VLBI correlator is
also aimed for real-time data transport and software basskgsing/[16].

The recently developed GMRT software backend (GSB), bsitigimainly COTS com-
ponents, is a fully real-time backend that supports all dsures of the existing hardware
backend of the GMRT. In addition, it provides substantigihhanced spatial and temporal
resolutions. Furthermore, it supports a baseband reardode where raw voltage signals
from all the antennae can be recorded to disk for specialifelihe processing to maxi-
mize the science return. In this paper, we describe our desid implementation of this 32
antennae, 33 MHz, dual polarization, fully real-time saftesbackend for the GMRT.

2 Design of the GSB

The basic design requirements for the GSB are to support taino modes : (i) a real-time
correlator and beamformer for an array of 32 numbers of dolarized signals with a max-
imum bandwidth of 33 MHz, (ii) a baseband recorder for thevatgignals, accompanied by
off-line correlation and beamforming. The details of theigda concepts and considerations
for these modes of operations are described below.

2.1 Correlator design considerations

At the GMRT, the dual polarized voltage signals from eacteana are processed through
superheterodyne receivers and finally brought to a cerdealtion for further processing.
The intermediate frequency signals from each antenna enedibwn-converted to baseband
signals and fed to the digital signal processing backenthithe backend, these signals
need to be Nyquist sampled, and given to a spectral corralebcan estimate the visibility
products for each baseline, for multiple spectral chanfiéie spectral correlator can be of
either FX or XF type, depending on whether the cross-midagion is done after or before
the frequency analysis [115]. For the GSB, a FX correlatoreggh is utilized, where the
input signals first get channelized using a Fast Fourier sSfeam (FFT) implementation,
before being cross-multiplied and accumulated. In ord@réserve good dynamic range in
presence of RFI, a minimum of 4 bit sampling is required. A&t lilwer frequencies of the
GMRT, where the RFI is more severe, the usable bandwidthsnaadler, and 8 bit sampling
is required. The delay correctiong, required to time align the sampled data streams from
the different antennae has two main contributions : (i) teengetrical path delay of the
wavefront reaching a given antenna (with respect to a neéerantennalg, which depends
upon the direction of the sourc&j and the baseline vectdd{ ) between the two antennae
as (see pages 68-73 bf [15] for detailed descriptions andefigyu

Tg = %(DA-SQO) 1

and (i) the fixed delayrix, which arises due to the fixed path length differences from
the antenna to the backend (mostly cable lengths plus aibgumental delays). A GMRT



specific delay mode[ [3] is used to calculate this total améebased delay and its rate of
change fiot). For the GMRT, the GSB needs to provide a maximum tunablayde}; of
128 us, with an accuracy of 2 nsl[3] to match the performance of grdware correlator.

In a digital backend, the delay correction implementatiodécomposed into two parts.
The first part is an integer delay; { correction, which is applied in integer multiples of the
sampling clock, and results in the data streams being aigmevithin = 1 sample. It is
usually implemented by block shifting of the sampled timeesedata streams. The second
part is a fractional sample time correction (FSTC), whidketacare of the residual delay
of less than one sample intervakc). In a FX correlator, it is usually implemented in the
Fourier domain by multiplying the spectral channel datdwiphase gradient.

In addition to the above mentioned delay corrections, tieen additional phase cor-
rection of the signal from each antenna, called fringe atioe (or fringe de-rotation), that
needs to be carried out. This is a broad-band phase comeetich arises from the fact that
the ot is corrected at a baseband frequengy, instead of the sky frequencyrg. The
total phase correction as a function of frequency and time is

@(v,t) = 2n([Veg + Vi Tfrac £ [VRF — VBB Ttot) 2

wherev; is the baseband frequency of ti& spectral channelyrr is the sky frequency
corresponding to the lower edge of the band, egglis the baseband frequency at the lower
edge. The difference between these two is the local oswilfeéquencyy, o, used for the
frequency translation. The£” sign signifies the passband conventior-{*for vgg >=
VLo and “—" for Vrg < Vi o). Fringe correction can be implemented either before araft
the FFT. In pre-FFT fringe correction, the time domain vgéasignal is multiplied with
a phase correction factor, whereas in post-FFT fringe ¢hse;orrection is carried out by
multiplying the spectral channel data of each time samplle acomplex phase factor. Post-
FFT fringe correction (combined with FSTC correction) ismgutationally advantageous
and works well in cases of low fringe rates and relatively kmanber of spectral channels,
such that the change in fringe phase over one FFT cycle igyitdgl For a low frequency,
moderate array size telescope like the GMRT, the maximumgdrrate ist- 5 Hz. For FFT
length of 1024 points, this results in a worst case decdioelaf 0.18% due to the variation
of the fringe phase during one FFT cycle, which is quite atadgp. Hence, for the GSB,
post-FFT fringe correction is sufficient.

A FX correlator computes the instantaneous cross powetrspebetween every pair of
antennae, by cross multiplying the FFT data from the comedimg frequency channels of
the selected antennae. These products are integratecefdeslired time scale to obtain the
time sequences for the complex visibilities for differepéstral channels, for all baselines.
This multiply-accumulate (MAC) operation is repeated fatalfrom each of the polariza-
tions, e.g. right-circular polarization (R) and left-aifar polarization (L). Beside these total
intensity products, the GSB, when in full polar mode, alsedseto provide all the four
products RR', RL", LR*, LL*) required to reconstruct the Stokes parameters. For the GSB
the default value of the desired time resolution for the firiaibility data is 2 s. In some
special cases, the GSB is required to output the visilsliea faster rate.

For a correlator, the computational costs are as followst@FFT block, folN-point
transforms of signals fror\, antennae wittN, polarizations over a total bandwidth Afv
(in Hz), the computational load ifNgNpAvIogoN complex operations per second (Cops).
The computational cost for the post-FFT fringe and FSTCemtions is a furtheNaNpAv
Cops. For the MAC operations, the requiremenfdisNsNa(Na +1) Cops, whereNs is
the number of polar products per baseline. Using a convefaictor of 4 for Cops to real



floating point operations (flops), this works out to a competgirement of 181 Gflops for
2048 point spectral decomposition, 8.25 Gflops for the pbhasection, and 280 Gflops for
the MAC operations, in total intensity mode, for the GMRT &fieations.

2.2 Array beamformer design considerations

A beamformer is effectively a highly sensitive single disliltfrom an array of telescopes.
For the GMRT array, the beamformer specification is to prewwa modes of operations : (i)
an incoherent array mode, where the voltage samples froselbeted antennae are added
after converting to intensities, (ii) a coherent or phagseayamode, where the voltage signals
from the selected antennae are first added, and then cathvteiitgensity samples [5]. Both
these modes require antenna based gain offsets and tinys dele corrected prior to the
addition of the signals. Furthermore, for the coherent feemer mode, it is also required to
calibrate out antenna based phase offsets [13], both fadbiand and narrowband spectral
variations. The incoherent array beam has the same fieltkof-as the primary beam of
a single antenna, but with an enhanced sensitivity/bE times that of a single antenna,
for an array ofN,; antennae. However, the coherent array beam is much nartbareithat
of a single antenna, being similar to the synthesized beaairsd from the array ol
antennae, and has a sensitivity improvementgfimes than that of a single antenna. Thus,
the incoherent array mode is more useful for rapidly coggl@nge areas of the sky, as would
be needed in large scale pulsar surveys, whereas the coher@nmode is ideal for studies
of known pulsars and for high-sensitivity searches for gwdsn compact targets such as
globular clusters and supernova remnants.

Both the incoherent and coherent beamformers produceritgakity signals as the final
outputs. In addition to this, the coherent beamformer is edguired to give all the voltage
cross products needed to derive the Stokes parametersiottraing radiation. For pulsar
observations, incoherent and coherent array outputs rmebd torrected for the effect of
dispersion in the interstellar medium (ISM). In most catfesdedispersion process employs
incoherent dedispersion, which corrects for the pulse snmgacross the frequency band,
but is limited by the dispersion delay within the spectrahmhels. For exact correction,
the Nyquist sampled pre-detected voltage signals from ltizesgd array output can be put
through the coherent dedispersion technique which presehe full time resolution of the
data [6].

For an array of\; antennae each with a bandwidthA¥ (in Hz) andN,, polarizations,
the incoherent beamformer costNaNpAv (multiplication) Cops+ NaNyAv (addition)
Cops. For the GMRT, this translates to 12.5 Gflops. Simileoythe coherent beamformer,
for N, beams (covering different parts of the primary beam), eaitih Mg polar products,
the cost is(Na + Ns)NpNpAv (addition) Cops+ NpNpNsAv (multiplication) Cops. For a
single beam in total intensity mode, this is equal to 4.5 Gfldghe beamforming costs are
thus negligible compared to the correlation costs.

2.3 Overview of the GSB architecture

The GSB implements a high performance computing platforimgusff-the-shelf commod-
ity machines. A highly optimized software pipeline has bdewveloped to achieve the design
goals of the GSB, with a minimum of hardware investment. Téirits of the hardware and
the software architectures of the GSB are described below.
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Fig. 1 The basic block diagram of the GMRT software backend. Thisvshthe 3 kinds of nodes (labeled
as Layer-1, Layer-2 and Layer-3) and their inter-connégtivia a dual gigabit ethernet network, to which
the peripheral machines are also attached. The input hadalignals to the backend, and trigger and clock
distribution arrangements, are illustrated by blocks @nléifi.

2.3.1 The GSB cluster

A schematic view of the configuration of the GSB cluster isvalman Fig.[1. The basic
design uses a Linux cluster of 48 Intel Xeon nodes, which rster¢onnected via two in-
dependent 48-port commercial gigabit switches with sosthswitching bandwidth of 11
GB/s. The nodes are segregated into three kinds (calledskaye terms of compute capa-
bilities and usage. Layer-1 consists of 16 acquisition sadeich are Xeon 2.4 GHz single
core dual processors, each having a 64 bit, peripheral ciempuerface (PCI) based four
channel analog to digital converter (ADC) card. This card aequire data from 4 analog
inputs, operating at either 4-bit, 33 MHz or 8-bit, 16 MHz Hauidth mode. This results
in a sustained data throughput rate of 132 MB/s on the PCI besaah acquisition node.
The total input data rate to the acquisition cluster is th@&B?s. The 16 acquisition nodes,
each handling 4 analog inputs, provide a 64 channel capatuilthe GSB, which takes care
of the 30 antennae, dual polarization requirement of the GMile still leaving scope
for 4 additional test signals to be connected. Each ADC baaetjuipped with on-board
phase-lock-loop and trigger logic to synchronize the AD@glng clocks and start of ac-
quisition across all the 64 inputs. The clock synchronarateference signal is derived from
the observatory’s frequency standard, which is a Rubiditam& clock, and the trigger syn-
chronization signal is derived from the time standard, Wlisca GPS receiver, and these are
distributed to each of the 16 boards, as shown in[Big. 1. Tasrgrogrammable variable
gain amplifiers at the input of each ADC, which provide a facilo digitally control the
gain of each antenna’s baseband signal.



Layer-2 consists of 16 numbers of Xeon 2.3 GHz quad core doakgsor nodes. These
nodes handle the bulk of the computational load of the maicgssing pipeline. Layer-3
consists of 16 numbers of Xeon 3 GHz dual core dual processtes; each with 4 TB
of SATA disk storage. These nodes primarily work as a recgrdiuster in the raw dump
mode, but also take part in the computations, for modes withen compute requirement
than can be handled by layer-2 alone (e.g. 33 MHz full poladenaf operation). Each of the
48 nodes in the cluster has dual gigabit on-board ethemiet for establishing inter-node
connectivity.

In addition to the 48 acquisition and compute nodes whichftite core of the cluster,
there are a few peripheral nodes attached to the system. &lre gateway to the GSB
is @ manager node (callgsbmlin Fig.[d), which provides the primary interface to the
outside world. It provides the control and configuratioromfiation from the central control
software system of the GMRT, which includes details of theemna connectivity to the
acquisition nodes, current frequency and source settififsecantennae, antenna specific
gain and phase updates, command signals to start the datairecfor a new scan, and
other related operations. This node also receives the figdiility results from the GSB
cluster and passes them to a machine that does the long termalation and records
the data files on disk. These files are finally converted todstahFITS files, which can
be loaded into the AIP8 data analysis package. There are two other machines (called
gsbm2andgsbma3in Fig.[d) that are attached to the cluster to receive thehiamnt array
and phased array beam data. These nodes record the bearn tatal disks after some
preprocessing, as required.

2.3.2 Software architecture of the GSB

The GSB code is a parallel pipeline running on the 48 clusteer and the peripheral ma-
chines, described in SEc 2.B.1. Since the different layen@des are performing different
but inter-related jobs, proper synchronization betwekof #hem is required. Efficient trans-
mission of large volumes of data between them is also neddebe are achieved by using
Message Passing Interface (I\/ﬁ:’as the main tool for communication and synchroniza-
tion between the nodes. Special care is taken to ensurelthiz aodes reach well defined
synchronization barriers after processing a specific blufcata. In addition, Openl\ED
based multi-threading techniques are used on the computidgs in order to optimize and
balance the different computing tasks required to be padron the data. Further, Intel
IPFA routines and vector programming are exploited to get thé erformance from the
compute nodes.

Fig.[2 shows the software flow of the GSB code. The upper pdrels the software
flow for the real-time data acquisition part running on thgelal nodes, while the lower
panel shows the software flow for the real-time computing pamning on the layer-2 /
layer-3 nodes. The bulk of the code runs in a continuous Ioggarallel sections (delineated
by the vertical lines in Fid.]2 that mark MPI synchronizatlmrier points) that execute on
both kinds of nodes, except for a small part that runs seglisnonce in the beginning, on
the layer-1 nodes (on the left of the synchronization baind=ig.[2). This sequential part
of the code performs the initial set-up of the acquisitiordsa(depending on the mode of

1
2

see http://www.aoc.nrao.edu/aips

see http://www.open-mpi.org/

3 seé http://lopenmp.org/

4 seé http://software.intel.com/en-us/intel-ipp/


http://www.aoc.nrao.edu/aips
http://www.open-mpi.org/
http://openmp.org/
http://software.intel.com/en-us/intel-ipp/

ADC Board SYNC Barrier
/ DMA
A ——p|
g — to Local Buffer
c—> (Block # N+1)
D —>
Forward Transfer
AC
Q (Block # N)
Analog f -----
Input Gain
4 antenna Table . L.
16/32 MHz Real-time data acquisition
each
Multi—processok pipeline Send visibilities
\ receive Fringe + beam output
kit calculation to collector —_—
in TDM modes node
(Block # N) (Block # N )

(upto block # N-3)

iRFI rejection &

i using voltagé Dataordering  1preal FFT __ Post-FFT
: : —Fringe correction ——|

——: flagging i——Delay Correction — —
(Block # N—l,:)_ (Block # N-1) (Block # N-1) (Block # N-1)

MAC for all baselines,
for given TDM data block
+ Beamformer

(Block # N-2)

Real time computation

Fig. 2 The software tool flow of the real-time GSB code : the upperepatescribes the real-time data
acquisition part, illustrated for a single acquisition apthe lower panel describes the real-time computation
part, illustrated for a single compute node. The paralletises are bounded by synchronization barriers,
indicated by the vertical lines. The different blocks betwehese barriers signify different compute tasks.
The number of lines joining to a block is the number of threasisigned for that compute task.

operation selected by the user) and arms the cards to titiggetata acquisition at the next
GPS pulse. It also allows for setting the gain for each inmyriad using a gain calibration
table, which can be adjusted to optimally exercise the &dihplers. After that, the code
enters into the parallel sections that execute betweeressive MPI barrier points, on all
the nodes. On the acquisition nodes, the main tasks for &ntsop the code are to poll for
new buffer of data from the ADC board and to transfer the uffethe compute nodes.
The data are transferred from the on-board memory of the A&@ © the local memory
of the acquisition nodes via interrupt driven direct memacgess. The data rate achieved
for these transfers is 150 MB/s. The size of each buffer vedeby the acquisition nodes is
32 MB, consisting of 8 MB from each of 4 antennae input sign@lss acquisition block
corresponds to a time slice of 251 ms, for both the 16 MHz, 8&foitle and the 33 MHz, 4
bit mode of the GSB. The timestamp for each data block is ddirfirom the local GSB time-
server which is tied to the observatory time server throughwdrk Time Protocol (NTP).
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The acquisition nodes use a double buffer ping-pong schewtdle data for one block
are being acquired in one buffer, the data from the previaaggliigition block (sitting in
the other buffer), are transferred to the compute nodesdateefor each block from the 16
acquisition nodes is transferred to the 16 compute nodesrmeadivision-multiplex (TDM)
mode wherein each compute node receives one time slice 6 bf a data block) from
all the nodes, containing data of 15 ms duration. This TDMadsdtaring scheme ensures
that all computations required for obtaining the visikekt for all baselines as well as the
beam outputs, for a given time slice, can all be carried owt simgle compute node. For the
modes of the GSB where extra computing load is needed, iegtire layer-3 nodes also to
participate, the above concept is extended to generatengzstices of the original buffer of
data, which are processed by the 32 compute nodes of layat-ger-3. The length of the
time slices going to layer-2 and layer-3 nodes are adjustedter to the different compute
capabilities of the nodes in these two layers.

On each compute node, we run parallel pipelines using ani@pdrased multi-threaded
environment. This is done in order to optimally utilize theltiple cores of the compute
nodes. The number of threads is kept equal to the number e§cbor some tasks, such
as receiving the data from the layer-1 nodes over the netveogingle thread resource is
sufficient to carry out the job. In other cases, such as the &EIMAC operations, 3 to 4
threads are found to balance the load most optimally. In rab#tese cases, devoting all
8 threads to the same task was found to be sub-optimal. Hereepftware flow on each
compute node has 3 multi-threaded parallel pipelines (awshn the lower panel of the
Fig.[2), as opposed to a model where all the jobs are done ségjieby a single multi-
threaded pipeline. To make this work, the parallel sectmperate on different blocks of
data (labeled as block #s N, N-1, N-2 and N-3 in Elg. 2), cauoesling to different time
slices. This requires the data blocks to be buffered at tdeoéeach of the main stages of
operations : after network transfer, after FFT, and afterQvéhd beamforming operations.
Each of this is a double buffer that is used in a ping-pong reann

The details of the 3 parallel sections running on the compaties are as follows. The
first is a single thread section (the top pipeline shown irbibtdom half of Fig[2) that han-
dles handshaking with the layer-1 nodes and the networkfeaim TDM mode, calculation
of all delay and fringe parameters (as described in $edx.f@:the current time slice (la-
beled as block #N) being processed. In addition, this pipeline also trassfiee reduced
results (e.g. visibility and beam data) from tixe 3)™" block to the corresponding periph-
eral nodes. The second pipeline is a section with 4 threaddd(@encomputation pipeline
shown in Fig[®) that performs data reordering (demultippigsthe 4 antennae data streams
from each acquisition node and unpacking 4 bit data samptessi bits for the 33 MHz,
4 bit mode), integer delay correction, FFT and post-FFTg&iand FSTC correction all
of these on theN — 1)!" block. The integer delay correction is implemented by dffisg
the memory read pointer of the array when it is read in by thE fefatine. In order to have
seamless delay correction of data samples between diffeinem slices on different nodes,
there needs to be some overlap of data samples from suceéisse slice blocks- this
is ensured during the network transfer of data from the aitiprn nodes to the compute
nodes. The number of time samples in the overlap sectioredigated by the largest delay
that needs to be compensated, and it set to co@t0 us, which is more than the maximum
requirement for the GMRT array, specified in SEci] 2.1. Tre-p&T fringe and FSTC cor-
rections are carried out by using precomputed sine andewaines at discrete phase steps,
stored as a look-up table. The table has 1440 steps, allavifeday correction accuracy of
0.042 ns, more than the requirement specified in Eedt. 2i4 pifreline also has an optional
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component (shown by the dotted box in Fily. 2) which implermsoime simple RFI removall
algorithms, described in detail in Sect. 5.

The third pipeline (lower computation pipeline shown in .H#) is a section with 3
threads that carries out the MAC and beamforming operatiansking on the Kl — 2)"
data block. Depending on the operating mode of the GSB tlsatlésted, the MAC section
produces either self-polar or full-polar visibilities fall the baselines, integrated over the
time slice duration of the block, which is 15 ms. The beamfarproduces one incoher-
ent and one coherent array beam at the raw FFT time resaglatbmering the duration of
the time slice. Depending on the selected mode, the coharemy beam data can be the
raw voltages for each polarization, or the self-polar istées for each polarization, or the
full-polar intensities. The visibility data need to be fuet integrated over the different time
slices from each node. To overcome the many-to-single nm&taangestion that would oc-
cur if the visibilities were sent from each compute nodediyeto the peripheral manager
node, we have employed a tree based reduction techniquee wibarby compute nodes
form groups to integrate data within themselves, duringsssive iterations of the parallel
section. Finally the local group heads send the reducedn®lof data to the manager. For
the beamformer, in order to preserve the high time resaolutite data from successive time
slices can not be integrated. Instead, the full resolutaia dre sent out sequentially from the
individual nodes of the cluster to the receiving periphees, one each for the incoherent
and coherent array beams. As we use different peripherasnfm different beams, this
helps us to separate out the network transmission pathsfferesht beams. The maximum
output rate for the integrated visibility data is 4 MB/s and the beamformer data it is 128
MB/s for each of the beams, if only total intensity samples sent. For the pre-detected
voltage data in the phased array beam, the output rate isva@stained at 128 MB/s by
reducing the number of bits per sample. In the default camt the GSB produces 512
spectral visibility products for all baselines at a timealetion of 2 s, and single incoherent
and coherent beams with a time resolution of.&0 for both the 16 and 33 MHz bandwidth
modes of operation.

The total theoreticacalarcompute power of the 16 layer-2 nodes is 295 Gflops, which
is less than the total requirement, even for the basic mofleparations, which isv 490
Gflops (Sec{ Z]1 arid 2.2). Further, since these are higldyidnsive operations, there are
significant overheads due to frequent and large volume datat-output (1/O) operations
to and from the memory, which increase the disparity betvesilable and required capa-
bilities. Use of the 16 layer-3 nodes for computing can péytitakes care of the problem.
However, their main role is to enable the raw data recordamgl (fead-back) mode of the
GSB. In order to support the 24 observatory backend mode of the GSB, where a raw data
recording run can be immediately followed by a real-timerelation run (during which,
the layer-3 nodes could be busy in analysis or re-transamissi the earlier recorded data),
it became important to fit the real-time computing completah the layer-2 nodes. This
required significant amount of optimization of the codenggechniques such as vectorized
processing to utilize the fullectorcompute power of the cluster, which can be a factor of
8 more compared to its scalar capabilities, for the 16-hihaetic-logic-units (ALUS). In
this context, use of fixed point processing over floating ppiocessing provides a signif-
icant enhancement in computing power. Optimizing the mgrperformance by reducing
the memory I/O overheads to a minimum, is also an importamtgbshe code optimization.
We discuss all these issues in detail in the Secfiods 3.B@hd 3
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2.4 The GSB baseband recorder

In the baseband recording mode, the GSB cluster supporssrdamning of raw voltage sam-
ples (at Nyquist rate) from the antennae into an array obg®disks. The ADC samples
from a given acquisition node travel directly to its recagicounterpart in layer-3, through
the dual gigabit ethernet connections. The recording etusit 16 nodes, each with 4 TB
of storage, provides a total storage capacity of 64 TB, whenh support recording for 18
hrs of observations. Similar to the compute pipeline for ibal-time mode, the pipeline
for the baseband recording mode is also based on an OpenNtRthmeaded environment,
bounded by software synchronization barriers. Eig. 3 shbesoftware flow for the GSB
baseband recorder. The acquisition part of the code (showmei upper panel of Fi@l 3)
which runs on the layer-1 nodes, is very similar to the remktacquisition code (as de-
scribed in the Sedf. 2.3.2), except for the scheme useddiosfer of data over the network.
Instead of time slicing the data buffer in TDM mode, layeredes initiate pair-wise trans-
fers, where each acquisition node sends the full block o d&t32 MB to its recording
counterpart.

On arecording node (shown in lower panel of the Elig. 3), theee? different processes
running, that are connected by a common shared memory rifigrblihere is a single
thread sequential pipeline to receive the current datakb#dN) from the corresponding
acquisition node and to write the data into the ring bufferitigia depth of 8 data blocks
(i.e. total size of 256 MB). This process is bounded by a syorakation barrier, common
with the acquisition nodes. Data buffering using a sharedhamg ring buffer is a very
useful technique for smoothing out the occasional glitdnedisk 1/0O performance, and
helps significantly in avoiding loss of data, and a consegloss of synchronization with
other data streams. The concurrent process for readinghtireds memory uses a single
thread to read one block of data at a time, and then branctees parallel sections (bottom
half of Fig.[3). The upper pipeline uses 3 threads to perfoata deordering as described
in Sect[2.3.P, reduction of the data samples to 4-bit ort Zibi the 16 MHz and 33 MHz
modes, respectively), and packing of 2 or 4 such samplesrtstieet a byte — all of this on
the previous block (# N-1) of data . The lower 4 pipelines asighed to perform the disk
writing, where each single thread takes care of data for otenaa. There are 4 numbers
of 1 TB disks connected on each node, and data from each ansémeams into a separate
disk. Each of the disk I/Os performs at a sustained rate of 8@sMvith the aid of a XFS
filesystemE. Each recorded data buffer is accompanied with a timestaeripedi from the
NTP server, in addition to the synchronization of the maartsdf acquisition with a GPS
minute edge.

The recorded data samples along with timestamps are pezteffdine. The GSB clus-
ter (layer-2 and/or layer-3) can be configured to play the oflthe off-line analysis cluster.
We have also successfully ported the GSB off-line analygisline on the main compute
facility at NCRA — a 72 node, 230 Gflops (theoretical scalar peak), Itaniumtedwsith
Infiniband (IB) inter-node connectivity. This cluster iakied to the GSB with a dedicated 8
Gbps fibre link, which allows for close to real-time transfates for the baseband recorded
data. The data is loaded into a network attached storage 3 TB, connected with the
Itanium cluster. The scalar compute power of the Itaniunsteluis comparable to that of
layer-3 of the GSB, and it benefits similarly from vector agtation and fixed-point imple-
mentation techniques. However, in overall performance|tdmium cluster performs signif-
icantly slower than the layer-3 cluster of the GSB, as it tbviéth data from a single storage

5 seé http:/ixfs.org/index.php/MaiRagé
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which is used to connect the acquisition and recording msEe
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unit, instead of the distributed storage of the GSB. We h&se@orted the GSB code on the
Green Machine supercomputer at the Center for AstrophgsidsSupercomputing of the
Swinburne University of Technology. The off-line pipelinenning on any of these clusters
is a floating point version of the real-time code, and emphiypossible instances of the
code optimization (as described in detail in the next segtio

3 Optimization techniques

High performance computing involves breaking large amairdata into smaller blocks
and then performing calculations in parallel on those d&iaeks. Once these calculations
are completed, the results are funneled to other procelsaesde them as input. The data
passing between processes is handled by MPI. In order tdtaare’s law into actual per-
formance gain, modern multiprocessor architectures dtecherformance boosting features
like multi-level caches, data prefetching, multiple ex#mu units and special instruction
sets for compute-intensive operations.

3.1 Efficient compute library

The Intel processor’s multi-core resources can be usechafii with the aid of optimized
libraries such as the Intel Integrated Performance Prigst{IPP) library. This has helped us
significantly to improve the performance of our code, coragdo the use of other general
purpose signal processing libraries (e.g. FFWwOur benchmark results show that the
IPP based 1-D single precision real-to-complex FFT is mioaa & factor of 3 times faster
than the FFTW, for transform lengths of interest to us (Elg.@ur real-time processing
pipeline uses the IPP based 16-bit fixed point 1-D real FFTs hfound to achieve the
same compute throughput as the IPP 32-bit floating point BTt uses floating point
arithmetic for the internal butterfly stages. However, tremory 1/0 throughput is reduced
by a factor of two when using the fixed point version.

3.2 Network optimization

The sustained real-time performance of the cluster regsit@ble, high speed data sharing
between the three layers of nodes. The network performahttee @luster has been opti-
mized and runs at a sustained rate of 240+ MB/s between angfoaddes, using the dual
gigabit connectivity offered by the two switches. This tghput comfortably takes care of
all the real-time inter-node data transfer requirementsoth for forward transfer of data
from the acquisition to the compute nodes and for transfeesilts back from the compute
nodes to the peripheral machines. The following three mapeets were found to be of
importance in the network optimization.

Firstly, in a multi-processing environment, dedicating tietwork interrupt request to a
given processor (called IRQ affinity) improves the resowftaring across various parallel
processes. In our code, a single OpenMP thread handleg alétivork transfers, and at the
hardware level all the network interrupts are localized single processor. Secondly, since
the host processor is interrupted for every network packeteal, a reduction of the rate of

6 seé http:/fwww.fftw.ord/
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interrupts helps to improve the transfer efficiency. Thisastrolled by adjusting the packet
size or Maximum Transmission Unit (MTU). By the use of “jumbrames”, where the
MTU size was increased from the default value of 1.5 KB to KB, the overheads were
reduced significantly, achieving as much as 30% increasetwark bandwidth (shown
in Fig.[8). All the network transfer in the final GSB code runithwa 8 KB packet size.
Thirdly, optimal network performance was also found to depen the mode of transfer and
the MPI communication protocol used. We found that the MPhyr®-many communica-
tion routine written using simultaneous pair-wise poiypbint nonblocking send-receive
(MPI_lsendandMPI _Irecv) provides 5% more throughput than the available collectom-
munication calls likeMPI_Alltoall. Further, we found that uni-directional transfer rates are
6% more than the bi-directional transfer rates, and mosbitaptly, the sustained network
performance is much more stable and reliable. This was orleeomain motivations for
going for a separate layer of simple, inexpensive acqgaisitiodes, as compared to a model
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where the acquisition and computing is on the same set ofspeddahe former results in all
the data transfers being unidirectional.

3.3 Code optimization : load balancing and cache blocking

In order to fully utilize the power of the multi-core process, proper load balancing using
multiple threads is a very important factor. Care has to lertaduring optimization to
reduce the effect of thread synchronization delays. Theisthwkaded parallel code of the
GSB uses the following programming model :

1. Domain decomposition or thread-level parallelism : Thmpute intensive tasks (e.g
data reordering, FFT, fringe and FSTC corrections) in argpipeline use the data divided
into small subsets, where each thread can process smalterspdf data independently.

2. Functional decomposition or task-level parallelism eThsks with different func-
tionalities are distributed on different sets of threadsing in parallel, e.g. FFT, MAG-
beamformer and network transfer are on different threalliagks. The number of threads
allocated to each task is adjusted to achieve optimal lokhbimg.

Further, in order to get optimal compute performance ingaskich are highly I/O
intensive, the application needs to be tuned to (i) fulfill ajonity of data accesses from
processor cache (ii) reduce memory latency to obtain peakanebandwidth. For this we
have taken the following steps, illustrated by the sectiothe code that does data reorder-
ing, delay correction, followed by FFT and fringe/FSTC mhesrrection. First, data loading
into cache is performed in contiguous blocks of size equaldache line (64 bytes). Further,
we have taken care of proper data alignment to prevent ditasmwss the cache boundary,
as data unaligned to cache line boundary leads to double ngeamoess. For the code that
fetches the 4 antennae data, instead of fetching the sampéeat a time, we load them in
chunks that are integer multiples of 4 bytes for the datedeimg loop to operate on, which
eliminates 3 extra cycles of memory access. The reordettedatahe full buffer are loaded
back into memory. When reading this data back for delay ctme and FFT, it is read in
for one antenna at a time, in units that are multiples of thE leRgths. This ensures optimal
cache locking, as the successive operations of conver§i®mio samples to 16 bits, 16-bit
fixed point FFT, fringe and FSTC correction using pre-loaghdse look-up table are all
implemented for these smaller segments of data. Furthephihse corrected spectral data
are directly loaded into memory using non-temporal stosérirctions, which in turn helps
to reduce the cache pollution. As a result of all these optitions, we have reduced the
total memory I/O time to an extent that it takes only about 6@&%he data buffer time,
assuming the specified rateof5 GB/s for the processor to memory bandwidth.

3.4 Vectorized correlator

Performance is a function of processor clock frequency acher of instructions executed
per clock cycle. For a given processor architecture, permice of a code can be increased
by reducing the number of instructions it takes to executzifip tasks. The SIMD tech-
nique allows for code vectorization via the use of a singkrirction stream capable of
operating on multiple data elements in parallel. For examible 128-bit streaming SIMD
extension (SSE) instructions supported by Intel’s Xeor@ssors, enable simultaneous pro-
cessing of 16 ADC data samples, each of 8 bits width. Thisawgs the efficiency of data
reordering section of the GSB code. For in-place FFT andjéricorrection, where the data
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Fig. 6 Bar diagram to illustrate the optimized performance of tt&B&ode, for 3 different aspects. The
values on top of the bars are the theoretical peak values $orgde compute node, assuming dual gigabit
connectivity for the network performance and integerizedtor processing for the FFT and MAE beam-
former performance. The values listed on the side of the &r@ ¢he actual, achieved figures.

samples are 16-bit wide for the fixed point version of the G8Beg 8 data elements can
be processed simultaneously. There are 4 multiplicatinesiged in a given instruction cy-
cle. For this to happen successfully, the manipulation ¢td deeds to be done with vector
instructions, aligned at the 128-bit boundaries. Furtbpecial SSE instructions are avail-
able that flush the phase corrected spectral data from tregsor’s registers directly to
main memory, without going through the cache, thus miningziache pollution. For the
MAC operations, the input data buffer is arranged so as tionige cache blocking. The full
vectorized MAC loads 4 frequency channels (complex sapfdes given antenna in a sin-
gle SSE data register. This allows 4 MAC operations (compieiiplication followed by
complex addition with the sum being in register) to be cdroat simultaneously, handling
4 frequency channels. After few integrations it is advaatag to write back the summed
product directly into the memory to maintain the cache cehey and load the next set of 4
frequency channels which are still in the cache.

To reduce the memory bandwidth requirements and gain mawicnmpute benefits,
the GSB real-time code is tuned to operate in the fixed poteggr domain. The theoreti-
cal compute power available for integerized vector prdogssn a single layer-2 compute
node is 76 Gflops for FFT (which uses 4 threads) and 57 GflopM&C + beamformer
(which uses 3 threads). Our optimizeshl-time code is benchmarked to give a sustained
performance of 35 Gflops (i.e- 46% of theoretical peak) for FFT and 54 Gflops (ie.
94% of theoretical peak) for MAG- beamformer, on a single compute node (see[Big. 6).
These are purely compute benchmarks, and do not includé@mgverheads. The factor of
two reduction in the performance of the FFT is due to the fa&t the fixed point IPP based
FFT actually uses floating point arithmetic for its interstdges. The total achievedctor
compute power for the full 16 nodes of layer-2 is 1.4 TflopssTthieved compute power
is almost 3 times of the real-time requirement of 490 Gflopss 1s because, as explained in
Sect[3.B, about 66% of the time goes in I/O operations anguhecompute time available
is only 33%. This signifies that without code vectorizatiam would have been more than
factor of 2 off from the real-time requirements.
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Fig. 7 Mean to rms ratio as a function of channel number for the gogotsum from a single antenna, using
data from a point source calibrator, 3C147 : greefi symbols are for fixed point code, red-" symbols are
for floating point code. The results are from data of 18 misateration, where the individual data samples
have time and frequency resolutions of 2 seconds and 32.55 KH

4 Performance validation of the GSB

In the following we describe some of the main steps which teen carried out to test and
validate the performance of the GSB, to get it ready for 8ess a regular backend for the
GMRT.

4.1 Numerical precision of the GSB code

As explained earlier, the GSB code supports both 32-bitifigatoint and 16-bit fixed point
operation. The primary trade-offs between these modedhatette floating point has better
precision and higher dynamic range than the fixed point, sareas a shorter development
cycle, since one doesn't generally need to worry about sssueh as overflow, underflow,
and truncation/round-off errors, which can reduce the xyuof the fixed point code. On
the other hand, fixed point code is almost always computallipfaster, especially in the
case of vectorized processors. Hence, to optimize perfureahe real-time version of the
GSB code primarily uses fixed point computations upto the M#€ge, after which the data
are converted to floating point for the long-term accumatatiThe off-line version of the
GSB code is a fully floating point processing pipeline. Intéal-time code, the signal level
is tuned to minimize the effect of finite word length, i.e thedlow on the most significant
bits or quantization on the least significant bits. Simylathe integer fringe look-up table
is properly scaled to fit the phase corrected spectral dédettie lower significant half of
a 32-hit register, after 16-bit multiplication. This elingites the possibility of introducing
bias by truncation. The correlation product is 32-bit widdjch is finally accumulated in
floating point form, to avoid the chances of overflow duringder integrations.
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Fig. 8 Ratio of complex visibility values from floating and fixed pbtode, after subtraction a dc of 1.0 from
the real part of the ratio.

To check the numerical accuracy of the fixed point code, we ltampared its results
with those from the floating point code, using a recorded s$am@seband data sets. Hi§. 7
shows an example, where the ratio of mean to root-mean-sdtras) power as a function
of spectral channel number for the auto spectrum of a simdknaa, using the point source
calibrator quasar 3C147 as a test source, is used as a cempdiagnostic. The individual
data samples are of 2 seconds time resolution and 32.55 Kddgmeéncy resolution, and
the total data span used for the computations is 18 m. Thésdsam the fixed point and
floating point codes are quite similar (including the degtaah due to RFI near channels
420 and 480), except for a small degradatienl(5%) of the mean to rms ratio for the fixed
point results compared to the floating point, which is due sonall increase in the rms due
to the fixed point arithmetic.

Fig.[8 shows a more direct and detailed comparison wheredatie of the complex
visibility values obtained for the fixed and floating code $&d as a diagnostic. The center
of the distribution is shifted from [1,0] to [0,0] by remogrthe dc from the real part of the
ratio. In the ideal case of no difference between the fixedflmating point calculations, all
the data points would have ended up at [0,0] in this plot. Theeoved distribution shows
a fairly symmetric spread around [0,0], with a rms of 0.02eihis a small offset in the
mean value of less than 10% of the rms, which is due to sligitdaracies in the scaling
factors for the fixed and floating point pipelines. Howevkis tis not of relevance here, as
the numerical accuracy of the fixed point to the floating poorhparison is represented by
the spread of the numbers after division, rather than by fflseto This result again signifies
a degradation (of- 2%) in going from floating point to fixed point arithmetic. Bhémall
degradation is a minor price for the significant computati@peed-up that the fixed point
code provides.
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4.2 Validation of the GSB in correlator mode

In order to validate the correlator mode of the GSB, we havapaved the results from
our off-line code with those from the Swinburne DiFX cortela]4] running on the same
baseband recorded data sets. For validating our real-tihe eve have carried out extensive
test runs with the GMRT, having the hardware backend runmirgarallel with the GSB.
Some of the results from these tests and comparisons aenpedselow.

4.2.1 Validation of the off-line version of the GSB

GSB baseband data recorded for the point source calibr@tb4 Bwas used to compare the
performance between the GSB (off-line floating point code) the DiFX, both running on
the Itanium cluster at the NCRA. Self and cross visibilitesjpa were computed for both
codes, with time and frequency resolutions of 2 seconds arkbXkHz, for the 13 minutes
duration of the test data. Sample auto spectra and crosgaen individual baselines,
were used as the comparison diagnostic (sed Fig. 9 dnd 1@dorpes of this). Although
these pipelines have very different implementations, witferent delay correction models
and different fringe correction procedures (DiFX uses CAligased delay generation and
pre-FFT fringe correction), there are no significant déferes seen in the results. The over-
all shapes of the 2 seconds integrated auto spectra, aflargby a constant factor to match
the amplitudes, agree very well (FId. 9). The rms of the isitgrfluctuations in individual
spectral channels of these spectra, calculated over theriilBes duration of the test data,
were also found to match to within 1% level. Fig] 10 shows agamson of the signal to
noise ratio (mean visibility amplitude divided by the rmsvid¢ion) for different spectral
channels, for a given baseline from the data set. The meamadere computed from the
13 minutes duration of data. The agreement is found to begaoy. All these comparisons
provide an independent and valuable check of the GSB cortiguh pipeline.

4.2.2 Tests of the real-time version of the GSB

We have carried out extensive tests to validate the perfocenaf the real-time code of
the GSB, including comparisons with the hardware backending in parallel. Here we
report a sample comparative study that was done using alig®rs at L-band (1280-1296
MHz) of the GMRT for a duration of~ 8.5 hrs on a quasar J1609+266. The GSB was
operated in 16 MHz bandwidth mode with 256 spectral charmaisss the band, whereas
the GMRT hardware correlator generated 128 spectral clanmss the same band. Both
the correlators were configured to compute 16 seconds atejvisibility products for
both polarizations. Fi§._11 compares the auto spectra peathy these two backends, for 2
GMRT antennae. The pass band shapes are very similar. Howpeetra from the hardware
correlator show small scale undulations, whereas the G®Btigpare much smoother in
nature. This illustrates the improved performance of th&8®&h respect to quantization
effects due to limited precision that affect the hardwaiekbad — the GSB with 16-bit fringe
multiplier has comparatively less quantization noise. fypécal effect of this is~ 20 to 50
% improvement in the rms noise in the final images made with @&t8. Further detailed
comparisons between the GMRT hardware backend and the G$&ijrie the quantitative
measure of the improvement, are expected to be carried cettbe GSB is available for
regular use.

7 seé http://www.gemini.gsfc.nana.gov/sdlve
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Fig. 9 Auto spectra for a single GMRT antennae for the data on etb3C147 at 610 MHz, as a function
of channel number : green, open boxes are for the GSB; red) @pges are for the DiFX. Each spectral
point is of 2 seconds time and 32.55 KHz frequency resolution
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Fig. 10 Mean to rms ratio for different spectral channels of the ggectrum for a single GMRT baseline
for the data on calibrator 3C147 at 610 MHz : green, starsarié GSB; red, open circles are for the DiFX.
The individual data samples are of 2 seconds time and 32.55fkdduency resolution. The mean and rms
are computed from 13 minutes of data.
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8.5 hrs : data recorded with the real-time mode of the GSBhertalibrator source J1609+266.
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Fig. 13 A first light image from the GSB : radio intensity map of theioegof the sky around the source
1609+266, at 1280 MHz. Beside the central point source JAB8® (4.8 Jy), a few other sources, including
a couple of double radio sources (white dots) can be cleady.sDynamic range achieved in this image is
1.4 % 10P. (Courtesy : Subhashis Roy)

The long-term stability of the results from the GSB are titated in Fig[[IR, which
shows the visibility phases from the GSB data for 7 baselives a duration of 8.5 hrs. The
phases show very small variations & 10 deg) over the entire duration. The final image
of the field made using the full duration GSB data is shown o [EB. The central strong
source, J1609+266, has a strength of 4.83 Jy. Signal ddtactealf power beam width (15’)
away is 34uJy, which is 1.5 times the thermal limit. The dynamic rangbkieged in this
map is 1.4 1CP.

In Fig.[14 we show an example of the enhanced spectral régsolcapabilities of the
GSB. Full bandwidth, high resolution spectra with 8192 sméchannels from the GSB
are compared against the regular 128 channel spectra. Thedee taken on the calibrator
source 3C48 at 244 MHz. The better detectability of the maspectral features in the high
spectral resolution data is clearly demonstrated, allgyiossibilities for better excision of
such unwanted signals.

4.3 Results from the GSB beamformer

As discussed in Sedi. 2.2, the GSB beamformer is designedtiuge incoherent and co-
herent array beams simultaneously. The beam formatiotves@ddition of pre or post de-
tected samples from individual antennae. Prior to additiba power levels at the sampler
inputs need to be equalized, which can be done with the hghpogframmable attenuators
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Fig. 14 lllustration of the high spectral resolution capabilitytbé GSB : sample auto spectra on the source
3C48, at 244 MHz, with 128 spectral channels (top panel) d&@2 &pectral channels (bottom panel). Both
the spectra are of 2 seconds time resolution.
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Fig. 15 Demonstrating the real-time phasing of the array with GSB dantenna based phase offsets for a
single spectral channel, for several antennae, beforenghém the left) and after phasing (on the right).
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Fig. 16 Single pulse time series for PSR B0329+54 at 610 MHz, ilatstg the incoherent array beam
forming mode of the GSB. Intensity signals from both polatians of 15 antennae were added. The pulsar
has a period of 714.5 ms, there are around 97 single pulsesgeethis 70 seconds duration.

in the GMRT analog receiver chain. In addition, the GSB hevtn variable gain ampli-
fiers at the input of each sampler which are used for finer &dpists. Further, for coherent
beam formation, we need to calibrate out the antenna basese giffsets before the voltages
can be added. Antenna based phases are solved for usingthdea@ cross-correlations on
a calibrator source, and then these phases are appliedreftEFT stage, as an additional
term in the fringe and FSTC corrections. Higl 15 demongiréite phasing of the array.

As an example of the incoherent array mode of operation o8B beamformer, Fig.
[I8 shows the single pulse time series for the pulsar B032&+%540 MHz. Signals from
both polarizations of 15 antennae were added after comvetsi intensity in the beam-
former. There were 512 channels across the bandwidth o618z, and the sampling
rate was 3Qus (which is a factor of 4 better than the best time resoluticnevable with
the hardware backend). During off-line analysis, the rédedrdata were incoherently dedis-
persed to remove the effect of interstellar dispersiongitie PREST® analysis package.
The resulting time series clearly shows strong, singlegaul¥his demonstrates the basic
operation of the GSB beamformer.

Fig.[I4 shows a sample result from the coherent phased aroal mf operation of
the GSB beamformer. PSR B1937+21, one of the fastest knollisenond pulsars with a
periodicity of 1.55 ms, was observed at 325 MHz using 16 argtenafter phasing the array
on a calibrator source. The voltage signals for each peltioz were summed separately
in the GSB, and the resulting signals were converted to sities and added to obtain the
total power signal. The data were recorded with 256 spectrahnels across 16.66 MHz
(65.1 KHz spectral resolution), with 30. 7 time resolution. During off-line analysis using
PRESTO, the data were incoherently dedispersed and theadfelynchronously with the
Doppler corrected topocentric pulsar period to obtain thexage pulse profile. The top left
panel of the figure shows this average profile as 2 consecptilses. The profile has 51

8 http://www.cv.nrao.edu/ sransom/presto/
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Fig. 17 Dedispersed and synchronously folded profile of PSR B19B#&t2325 MHz, from phased array
GSB data, using the PRESTO analysis package. Pulsar mai@ aodl inter-pulse seen in the gray scale plot
are significantly smeared due to residual dispersion wihigle spectral channel. The data is plotted over 2
pulse phases.

time bins, and shows two emission components which appéte lopwad and overlapping
with each other because of the uncorrected dispersivetgffégthin the individual spectral
channels. For this pulsar, with a DM of 71.0398 pc/cc, thdeal smearing at 325 MHz
for 65.1 kHz spectral resolution works out to be 1.1 ms — th&libstantial, compared to the
pulsar period.

The GSB has the capability to improve upon the above sitndjaising coherent dedis-
persion, as it provides for a mode where the pre-detectadges from the coherent array
sum for each polarization can be recorded for off-line pssggg. Our coherent dedispersion
pipeline first converts these spectral voltage data intoctireesponding broadband time-
series, by carrying out an inverse FFT operation. The riegulbltage time series data are
then put through the deconvolution process where we cdisettie dispersion by multiply-
ing the input data with the inverse transform of the ISM disjmn kernel[[6] in the Fourier
domain. The corrected voltage time series data for bothrigalions are then converted to
intensities and added together to produce the total power sieries, which is integrated to
the desired time resolution. The improvement achieved tlusprocessing is illustrated in
Fig.[18, which shows the coherently dedispersed profile 8R B1937+21, reduced to the
same final time resolution (30s) as in Fig[CIl7. The improvement in the shape of the pro-
file between these two figures is striking, and illustratesgbwer of coherent dedispersion,
which is one of the enhanced capabilities that the GSB pesvid
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Fig. 18 Coherently dedispersed profile of PSR B1937+21 at 325 MHb, aviime resolution of 3(s, folded
using PRESTO. Pulsar main pulse and inter-pulse are nowclearly as separate, sharp pulses. There is a
small indication of scattering tail.

For a quantitative comparison between the hardware backeddhe GSB, Fig._19
shows the pulse profiles obtained for a millisecond puls&0011240, whose period is
6.22 ms. The same set of 20 GMRT antennae were added in bdtlrtheare backend and
the GSB phased array beamformer, and the data recordingxaayeconcurrent in time.
The hardware backend data have 256 spectral channels (6 Spectral resolution) and
128 us time resolution, while the GSB data have 512 spectral alari@2.55 KHz spectral
resolution) and 30.72s time resolution. In order to compare with the hardware badk
the GSB data were degraded by a factor of 2 in spectral résoland a factor of 4 in
time resolution. The final folded profiles shown in Hig] 19 quite similar. The off-pulse
mean values were subtracted from the original profiles amthisse were scaled to the same
amplitude to make the comparison. While the on-pulse déflexiare same for the original
profiles, there is a- 30% lower off-pulse rms estimated for the GSB data with respe
the hardware backend. This is similar to the typical improgat in rms achieved for the
imaging data with the GSB.

5 Enhanced capabilities of the GSB

Besides providing enhanced flexibility in the basic paranspace, such as better time and
frequency resolution and coherent dedispersion cagabiliivhich have been demonstrated
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Fig. 19 Dedispersed and synchronously folded profiles of PSR J1B3D@*at 610 MHz, from phased array
observations with 20 GMRT dishes. The profile from the GSE dsithe green, "dotted” line, whereas the
profile from the hardware backend data is the red, "solidé.lifihe time and frequency resolutions, as well
as the total length of data used, have been matched for bethattkends. The off-pulse mean values were
subtracted from the original profiles and the these wereddalthe same amplitude to make the comparison.

in the previous sections), the GSB also holds the promisddihg several new capabilities
to the GMRT data processing pipeline. One of the most uséfilase is the ability to add
new algorithms for RFI detection and mitigation. RFI is am@ncreasing problem for radio
astronomy, especially at the lower frequencies which theREMperates at.

There are several approaches to RFI detection and mitiga®a preliminary attempt,
aimed to tackle the impulsive, broad-band RFI that is moteroeen at the GMRT, we
have implemented a time-domain RFI blanker that acts onréhelgtected voltage data. We
use the Median of Absolute Deviation (MAD) to derive an estion for discriminating the
outliers in the voltage data stream, rather than the moditisaal approach that uses the
variance. This is because the MAD estimator is more robustampresence of large outliers
such as would be produced by strong RFI spikes. The MAD fooakbdf N data points is
defined as :

MAD = medianx — X| (3)

whereX'is the median for the N data points represented by the voltag®lesy;. The
MAD thus estimates the median of the absolute value of thetiem of individual samples
from X. The threshold for discrimination is derived from the MADis®tor, assuming the
underlying distribution for the RFI free voltage samplebéoa normal distribution, and can
be expressed as

(4)

whereM is a user settable parameter, with typical values of 2.5@0The data samples
crossing the threshold are replaced by pre-computed Gaudsstributed noise samples,
which are ensured to be independent for different antennae.
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Fig. 20 Removal of impulsive RFI using MAD technique : Total intedgsif a single antenna on calibrator
3C48 at 156MHz, with 1 ms time resolution : greer,”symbols represent data after filtering; red;™are
data points before filtering.
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Fig. 21 Removal of impulsive, powerline related RFI using MAD teicjue : Spectral content of the intensity
signal from a single antenna on calibrator 3C48 at 156 MHeegy “<” symbols represent data after filtering;
red, “+” are data points before filtering.
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Fig. 22 Gray scale display of cross-visibility amplitude for a 0 @MRT baseline as a function of time (y-
axis) increasing downwards and frequency (x-axis) inéngat® the right, on a calibrator 3C48 at 156MHz.
This is before applying the RFI filtering. The residual fengatterns due to terrestrial RFI signals are visible.

Fig. 23 Same as Fig. 21, showing the improvement after applying-tioraain MAD filtering

Fig.[20 shows an example of testing this algorithm. GMRT datarded at 156 MHz
was chosen, as it is usually very much affected by RFI. Thiskmseen in the figure as
the large spikes in the total intensity data, which is fromigle antenna and has been
averaged to 1 ms time resolution (red curve witff symbols). Most of these RFI spikes are
attributable to spark discharges from power lines, whighkapadband and quasi-periodic
in nature. This can be seen in the power spectrum of the iityesignal (Fig.[21), which
exhibits significant power at 50 Hz, 100 Hz and higher harmmnihe results from the
MAD filtering of the raw voltage data are also shown in Figl 2@l &ig.[21 (green curves
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with “ x” symbols)— the improvement in signal quality is quite significant. Trection of
data samples replaced by the filtering is only 2-3%.

Fig.[22 presents the amplitude of fringe and delay correcteds-visibility data for a
short GMRT baseline, plotted in frequency-time space, ftbensame 156 MHz observa-
tions. All the patterns with periodic modulations seen iis figure are due to underlying
RFI. The modulations are due to the fact that terrestriatcmuget fringe rotated at the
fringe frequency applied for the sky signal. The MAD based &#€ision is also effective
in filtering out most of these features (Figl] 23), leavingibgla much cleaner data set. The
raw data are off from the thermal-limit by factor of 10, whasehe filtered results (both
the self power and cross-visibility data) are off only by atéa of 2.5. This results in an
improvement in sensitivity by a factor of 4, with a very smathount of data being dis-
carded. There is significant scope for further improvemenfstering techniques that can
be deployed with the GSB.

Amongst other enhanced capabilities that the GSB can pepv¥ite gated correlator
mode is of significant interest and potential. Besides afigwthe possibility of detecting
low-level, off-pulse radio emission from the pulsars, thisde can allow pulsars, which are
ideal point source phase calibrators, to be used for célilgraisibilities (including in-field
calibration capabilities). This has been recently denratestl for the GSB, as part of the
GMRT EoR (Epoch of Reionization) experiment [8]. In a similein, the GSB software
can easily be adapted to provide the additional facilityahgalibration using a switching
noise source at the front-end of each antenna. The GSB carbalssed as a RFI local-
ization tool, employing specialized near field imaging t@gbes to map out the location
of RFI sources around the observatory. Another specialaede of the GSB that is ex-
pected to have wide ranging applications is the raw voltagending mode. Furthermore,
the capability of producing multiple beams either from different sub-sets of antennae
in incoherent addition mode, or multiple phased array beeonering different directions
within the primary beam- has significant potential for wide-field searches for pdsard
transients.

6 Future prospects

The GSB, even with its enhanced features and extended paspece, had a development
cycle of about 3.5 years, whereas hardware correlatorsHi&é&SMRT hardware correlator
or the EVLA and ALMA correlators, typically have much longdgsign and development
cycles, extending up to 10 years. Considering that bothvwemel and software correlators
benefit from Moore’s law, the 10 year design phase spans arfattl28 for the hardware
system, whereas the software design loses by factor of 4 Dimls, software backend design
cycles stand to gain more from Moore’s law. Hence, thoughgtreeral-purpose computer
is less efficient in terms of the gate count, with the aid ofhhigoptimized code, faster
development cycle and easy upgrade, software based pirogegpears to be a more cost
effective solution. Our current cost estimate for the GSBe(g in Table[1) translates to
$190 per correlator baseline (this includes the cost of tiggiaition also). Furthermore, the
compute to power ratio for our GSB implementation works taigyf efficient value of 260
Mflops/Watt, based on the measured power consumption oajfee-P nodes and the peak
compute rating achieved by them. Using the same rating, W& gempute-per-cost ratio of
45 Mflops/$.

The GSB concept can be expanded to bigger sized backendhe BMRT, we are
exploring at possibilities of a 400 MHz bandwidth, 32 stat@orrelator and beamformer.
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Table 1 Current GSB cost budget along with the extrapolated figuoe4d0 MHz

Band Beamformer FFT+MAC No Compute cost
Width | Beams| Out | Tflops' | Channels| Base | Tflops' | of compute
(MHz) Bits line nodes
GSB 33 2 16 0.017 4096 528 0.46 32 $56,000
GSB 400 2 16 0.21 4096 528 5.8 200 $175,000
HBW

T : This is the figure for the required compute power.
1 : The dollar value shown is the dollars at the time of purehas

The 16 ADC boards operating at 33 MHz bandwidth for 32 anteroan easily be recon-
figured to support a 4-bit, 100 MHz, 16 antennae or a 4-bit, M6, 8 antennae backend.
Based on the design experience with the 33 MHz GSB, our edtatgal figures for a 400
MHz version (GSB-HBW) are also given in Taljle 1. The cost & tompute engines for
the current 33 MHz design and also for the projected 400 MHigaheare tabulated in the
last column. The cost for the 400 MHz design is for 2011 edtsiaconsidering a factor
of 4 performance gain due to operation of Moore’s law. Witagant technology, the 400
MHz backend will require ten-fold more resources than ouresut GSB system. In order
to benefit from the Moore’s law predicted cost/performanaiagve also need to adapt new
computing technology. Looking towards the future, Intel@w i7 core architecture with
integrated memory controller to reduce memory latency anoperate at higher memory
bandwidth (25 GB/s) will be a big aid for data-intensive léghbandwidth backends. There
is also expected to be a large jump in vector processing dapafith the introduction of
256-bit advanced vector extension (AVX) registers. Thi priovide a big functional en-
hancement in arithmetic as well as data processing aspagathiermore, GPU (graphical
processing unit) based processing is going to be a big drifarce towards machines that
can provide 1 Tflop per compute node. 10G base-T ten gigdistmet is going to bridge the
gap in high speed data sharing. All these upcoming advanusrirethe computing industry
will extend Moore’s law well into the next decade and, rattiem increasing the number
of processing elements linearly with bandwidth and/or nemdf antennae/baselines, they
will make software signal processing using assembled lost-clusters with GPUs more
and more attractive as a solution to the growing needs.

7 Summary

We have described our design and implementation of a 33 MHdwialth, 32 station, dual
polarization, fullyreal-timesoftware backend system for the GMRT. Our approach has al-
lowed relatively rapid development of a fairly sophistazhtand flexible backend receiver
system, which will greatly enhance the productivity of thBI&T. We have successfully
validated the backend and it has now been released for reggda We have also demon-
strated some of the versatile features of the new backenddescribed its capabilities for
RFI mitigation and other enhanced features. We believeishtise first instance of a soft-
ware basedeal — timebackend for an intermediate sized array like the GMRT. Opragch
holds promise for future developments for bigger radiosetpes and wider bandwidths.
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