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Abstract. There are several ways of formulating the uncertainty principle for the Fourier
transform on R". Roughly speaking, the uncertainty principle says that if a function f is
‘concentrated’ then its Fourier transform ]7 cannot be ‘concentrated’ unless f is identically
zero. Of course, in the dbove, we should be precise about what we mean by ‘concentration’.
There are several ways of measuring ‘concentration’ and depending on the definition we get
a host of uncertainty principles. As several authors have shown, some of these uncertainty
principles seem to be a general feature of harmonic analysis on connected locally compact
groups. In this paper, we show how various uncertainty principles take form in the case of
some locally compact groups including R", the Heisenberg group, the reduced Heisenberg
group and the Euclidean motion group of the plane.
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1. Introduction

There are several ways of formulating the uncertainty principle for the Fourier
transform on R". Roughly speaking, the uncertainty principle says that if a function
f is ‘concentrated’ then its Fourier transform f cannot be concentrated unless
S is identically zero. Of course, in the above, we should be precise about what we
mean by ‘concentration’. There are several ways of measuring ‘concentration’ and
depending on the definition we get a host of uncertainty principles. As has been
shown in [1], [2], [4], [9], [12], [13], [17] etc, some of these uncertainty principles
seem to be a general feature of harmonic analysis on connected locally compact
groups. We continue these investigations in this paper to see how various uncertainty
principles take form in the case of some locally compact groups including R”, the
Heisenberg group, the reduced Heisenberg group and the Euclidean motion group
of the plane. In a forthcoming paper [14] we consider semi-simple Lie groups and
also more general eigenfunction expansions on a manifold with respect to some
elliptic operator.

One way of measuring concentration is by considering the decay of the function at

infinity. In this context, a theorem of Hardy for the Fourier transform on R says the
following: R

Theorem 1. (Hardy) Suppose f is a measurable Junction on R such that

f(I<Ce™™, |f@)l<Ce, x,¢eR (1Y)
' 135
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where o, 8 are positive constants. If aff > L then f =0 ge. If aff < there are infinitely
many linearly independent functions satisfying (1.1) and if off =1 then f(x)= Ce™ %",

For a proof of the above theorem see [3]. A more general theorem due to Beurling,
from which Hardy’s theorem can be deduced, can be found in [10]. In this paper we
establish an analogue of the above theorem for the Heisenberg group #, (see §2 for
the precise formulation). We also prove Hardy’s theorem in the case of R", n>=2and
show that though the exact analogue for the reduced Heisenberg group fails, a slightly
modified version continues to hold. In the final section we prove an analogue of
Hardy’s theorem for the Euclidean motion group of the plane.

Another natural way of measuring ‘concentration’ is in terms of the supports of the
function f and its Fourier transform f. If / is non-trivial and compactly supported
then f extends to an entire function, and so f cannot have compact support.
A non-trivial extension of this result due to Benedicks [1] says: If feL'(R") is such
that m{x: f(x) # 0} < oo and m{&: f(&) # 0} < oo then f =0 a.e. Here m stands for the
Lebesgue measure on R". This result of Benedicks has been extended in [2], [12], [4]

etc. to a wide variety of locally compact groups. In particular, one has the following
result for the Heisenberg group: '

Theorem 2. (Price—Sitaram) Let feL' nL>(#,). Suppose that m{teR: f(z,1) #0} < o0
Jor ae.zeC” and m{AeR*:f(J) # 0} < co. Then f=0ae.

In the above 7 (4) stands for the group Fourier transform on H#, and R* means
R\{0}. Roughly speaking, the above theorem says that if felL?(s#,) is concentrated
in the ¢ direction then f(4) cannot be concentrated. It is the concentration in the
t direction, not that in the z direction, which forces the spreading out of the Fourier
transform. In fact, as was shown by Thangavelu in [17], we can have L? functions
with compact support in the z variable for which f is also compactly supported.
The special role played by the ¢ variable in the above theorem (as well as in our
Hardy’s theorem in §2) should not come as a surprise. The Fourier transform on #,
is more or less the Euclidean Fourier transform as far as the t variable is concerned.
If one goes through the proof of the above theorem, one observes that it is a con-
sequence of the corresponding theorem for the Euclidean Fourier transform in the
t variable. '

In view of the preceding remarks one would like to have an analogue of the above
theorem which respects the z variable. We formulate and prove such a theorem in §3.
We will show that when f has compact support in the z variable then f (4) (as an
operator) cannot have ‘compact support’. We will give a precise meaning to this
statement in § 3. :

We now turn our attention towards quantitative versions of the uncertainty
principle, namely uncertainty inequalities. The classical Heisenberg—Pauli-Weyl
uncertainty inequality for the Fourier transform on R" says that

1712 < C(JIxP1f )P dx) (1121 F(&)]2 do). (1.2)

For a proof of (1.2) with the precise value of C, we refer to [6]. A version of the
above inequality for the Heisenberg group was established by Thangavelu in [17].
Here we are concerned with local versions of the above inequality for the Heisenberg
group. '
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For the Fourier transform on R” one has the following local uncertainty inequality:
For any measurable Ec R*, and 0 < 6 < 1,

J lf(é)ﬁdfscem(m”[nlf(xmxiz"“dx. (1.3)

An analogue of the above inequality is known on the Heisenberg group. The following
result is proved in [13].

Theorem 3. (Price-Sitaram) Let 0e[0,1). Then, for each fel*nL*(#,) and
measurable E = R*, one has

J tr(f(/l)*f(i))d#(i)SCoM(E)Z"J |/ (z0)1?[t]**dzdx. (1.4)
E Hn

(In the above tr stands for the canonical semifinite trace and du is the Plancherel
measure on #°, —see §2.) Again we observe that the ¢ variable plays a special role. As
in the case of the Buclidean Fourier transform one would like to have an inequality
which is more symmetric in all the variables. In §4 we formulate and prove a local
uncertainty inequality with the right hand side being

f LS (W) [w[**Cdw (1.5)

where |w[* =|z|* + t* and Q = (2n + 2) is the homogeneous dimension of H,. From
the local uncertainty inequality we will also deduce a global inequality similar to the
classical Heisenberg—Pauli-Weyl uncertainty inequality.

Finally, for various facts about the Heisenberg group we refer to the monographs of
Folland [6] and Thangavelu [19]. We closely follow the notations of the latter which
differ from the former by a factor of 2. a

2. Analogues of Hardy’s theorem for R” and #.

Before we prove Hardy’s theorem for the Heisenberg group, consider the case of R”,
n = 2. The proof of Hardy’s theorem (for n = 1) depends heavily on complex analysis.
As we have not found a reference in the literature for the higher dimensional case of
Hardy’s theorem we take this opportunity to present a proof which follows easily from
the one-dimensional case via the Radon transform.

Theorem 4. Let f be a measurable function on R* and o, B two positive constants.
Further assume that '

()| < Ce™ | F(&)| < Ce P, x, EeRn. (2.1)

If af>%, then f=0 ae. If af < %, there are infinitely many linearly independent
solutions for (2.1) and if af =1, 1 is a constant multiple of e~**".

Proof. As mentioned above, we will use theorem 1. So, assume that n > 2. We use the
Radon transform to reduce the problem to the one-dimensional case. Recall that the
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Radon transform Rg of an integrable function g on R" is a function of two variables
(@, 5) where weS" ™" and seR and is given by

Rg(w, s) = f g(x)dx. (2.2)

X.=§g

where dx is the Euclidean measure on the hyperplane x.o» = s. Actually, for each fixed
w, the above makes sense for almost all seR which may depend on w. However for
functions with sufficient rapid decay at infinity it makes sense for all s. For various
properties of the Radon transform we refer to 5] and [8]. . : ;

Our definition of the Fourier transform of a function fon R"is

ﬂ@=fguw“m. | 23
R

Then it can be easily seen that L
Flsw)=(Rf) (@, 5) (24) ;

where seR, weS"~ ! and (Rf)~ stands for the Fourier transform of Rf in the s-variable
alone. From the definition of the Radon transform Rf and the relation (2.4), the

conditions on f and f translate into conditions on Rf and (Rf)~. For each fixed o, we
therefore get

IRf (w,r)| < Ce™™*, reR (2.5)
(R (w,9)| < Ce™#, seR. (2.6)

By appealing to Hardy’s theorem for R we conclude that for af >%, Rf(w,.)=0, for
almost all w. In view, of the inversion theorem for the Radon transform this implies f =0
a.e. When aff =1, (Rf)~ (e, s) = f(sw) = A(w)e™** where A is a measurable function on
the unit sphere s Because f eI_,f(R”), f is continuous at zero and by taking s—0 we é’
obtain 4(w) = f(0). Hence f(&) = f(0)e 5% 5o that” f(x)=Ce™** for some constant C. ¢
If uf < 1, the n-dimensional suitably scaled Hermite functions ® , satisfy (2.1).

We now consider the case of the Heisenberg group #,=C"xR. The

multiplication law of the group 5, is given by
' o
@ 0W,8)=(z + w,t +5 + 1Im(z.W)), 27

where z, weC", t,seR. Then # , becomes a step-two nilpotent Lie group with Haar
measure dzdt. In order to define the group Fourier transform we need to recall some
facts about the representations of the Heisenberg group. For each 1eR*, there is an
irreducible unitary representation 7, of 3, realised on L?*(R™) and is given by '

(732, ) P)(§) = eHeittmtr 2xm) g 4 1y | (28)

yvhex:e Z=x+1iy and ¢eL*(R"). A theorem of Stone-von Neumann says that all the
infinite dimensional irreducible unitary representations of #, are given by n,, AeR¥,
(up to unitary equivalence). The Plancherel measure dy = |A|"dA is supported on R*,

(There is another family of one-dimensional representations of 5, which do not play
arole in the Plancherel theorem.) :

:
T
e
.
g/
4
§
i

I ————
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Given a function f, say in L*(s#,), its group Fourier transform 7 is defined to be the
operator valued function

=1 fetn,zdzde 2.9)

Hn

(The above integral being interpreted suitably). For each leR¥, f(%) is a bounded
‘operator on L2(R"). A simple calculation shows that f(J) is an integral operator with
kernel K#(¢,#) given by

Aetn .. 1), (2.10)

K}(ﬁ,n)=9"13f<—2—, =

where we have written f(z,t) = f(x, y,t) and & 13.f stands for the Fourier transform of
f in the first and the third set of variables. For fin L'~ L*(s#,) a simple calculation
shows that

173 = cla f F 3 f (@ 2z, (2.11)
[

(for a suitable constant C) where |- | s 18 the Hilbert—Schmidt norm. From this and
the Euclidean—Plancherel theorem, the Plancherel theorem for the Heisenberg group
follows:

If13=c, f 7O s duh), ~ (2.12)

where du(l) =|A|"d/ and C, is a constant depending only on the dimension.
We now state and prove the following analogue of Hardy’s theorem for ¢, .

Theorem 5. Suppose f is a measurable function on A, satisfying the estimates

Iz, 0] <g()e™, zeC", teR, (2.13)
17 () lgs < Ce P4, jeRx, | (2.14)

where ge L' " L*(C") and «, B are positive constants. Then,if af > ¢, f=0a.e;if af <2
there are infinitely many linearly independent JSunctions satisfying the above estimates.

Proof. For a function f on #, define f* to be the function f*(z,t) = f(z, — t) and let
S*3 f* stand for the convolution of f and f* in the t-variable. Then, a simple
calculation shows that

f (f*3/*)(z )™ dzdt = J F3(f*3/*)(z, A)dz
Hn C

=J | F 3 f(z, HPdz . (2.15)
C
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which, in view of (2.11), equals C~! AP LF ) %s- Define a function & on R by

h(t) = f (f*3/*)(z 1)dz. @16}
c” . i
Then one has :
h(2) = CTHAP I F )12 |

Now the conditions (2.13) and (2.14) on f and f translate into the conditions
h@I < Ce™ ™D |h(2)| < Ce 2P (R, JeR*, (2.18)

where ' can be chosen so that af’ > or <1 according as aff >for <i Ifaf>i,

then «f’' >1, so that Hardy’s theorem for R implies that h=0 a.e. This means

17 (%) I35 =0 for all AeR* and consequently f =0 a.e. by the Plancherel theorem for

H#,. If f <1, then any function of the form g(z)h(t) where h, is a suitably scaled ;

Hermite function satisfies the hypothesis of the theorem.
The following is the exact analogue of Hardy’s theorem for #,.

COROLLARY 6

Suppose f is a measurable L?-function on K, and

|fz0)] < Ce =P+ zeon (eR | (2.19)
17 llgs < Ce™ P32, ) e | (2.20)

Jor some positive constants « and B-If afp>1, then f =0 qe. If af <%, then there are
infinitely many such linearly independent functions.

We shall now consider the case of the reduced Heisenberg group #"*4=C" x §'.
The multiplication law is as in (2.7) except for the understanding that ¢ is a real }
number modulo 1. The reduced Heisenberg group H' is also a step two nilpotent
Lie group with Haar measure dzd: where dt denotes the normalized Lebesgue
measure on §*. For each meZ* = Z \{0}, there is an irreducible unitary representation
T, of #7% realized on L?(R") and is defined exactly as in (2.8). As in the case of #,, we
get (up to unitary equivalence) that all the infinite dimensional irreducible unitary

representations of #°;¢ are given by T, meZ*. Apart from this there is a class of one
dimensional representations, T, 3, beR” given by

Tap(2: 1) = e2ME4) for (7 ) pprea @21) .

The dual 5#7*¢ can be thought of as the disjoint union of Z* and R2". The Plancherel
measure is the counting measure on Z* with a weight function C|m|" (for a suitable

constant C) and the Lebesgue measure on R2". (This is in sharp contrast to the case of
Heisenberg group.)

Given f in L' (#7°%), we can write

flz,t)= fj P, (2) et | | (2.22) -

k=~
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as a Fourier series in the central variable ¢. (Here f can be thought of as the L*-limit of
the Cesaro means of the right hand side of (2.22).) Hence, as in the case of H,, if we
compute the group Fourier transform f(m), meZ* we see that it is an integral
operator with kernel K'7(¢,n) given by

4

K7(¢, n)=971‘1’_,,,<m(52+ "),é—n) (2.23)

where # ¥ _, stands for the Fourier transform of W_, in the first set of variables.
Therefore, for feL' N L?(s#7%), a simple calculation shows that

|Fm) s = Im| =" | ¥, | 2oy, meZ*. (2.24)

Remark 7. We will now show by an example that the exact analogue of Hardy’s
theorem on #7* is not valid. Since ¢ varies over a compact set in this case, one might
be tempted to consider the following analogue of Hardy’s theorem:

Suppose f is a measurable L!-function on H¢ and f satisfies the following
estimates: ‘ '

f@ )| < Ce™, || F(m) [ys < Ce ", zeC"mez*, (2.25)

for positive constants a, B. Then if af > 1, f = 0ae.

However, the following demonstrates that this is'not the case.

Observe that as f satisfies (2.25), f belongs to L! A L2 (#£7:%) and the series in (2.22)
converges to f in L*-sense. Now take f(z,t) = e~%" ¢ for some keZ*. Using (2.24)
one can see that f is a non-trivial function satisfying the conditions (2.25).

However the following, which can be viewed as a “sort of” uncertainty principle still
holds:

Suppose f is a measurable L!-function on H#'r satisfying

|f(z 0] <a(z)B(), zeCmteS* (2.26)
1) || gs < Ce™ ™, mez*, (2.27)

where o is any function with reasonably rapid decay at infinity, f is any function
that vanishes to infinite order at some point t,eS* and 7 is a positive constant. Then
S=0ae.

«Remark 8. Since S* is compact the point t§ can be “viewed” as the point at infinity and
therefore condition (2.26) can be thought of as the analogue of the decay of the
function at infinity.

3. An uncertainty principle for the Heisenberg group

In this section we formulate and prove an uncertainty principle for the Fourier
transform on the Heisenberg group. In the uncertainty principle stated in theorem 2 as
well as in the analogue of Hardy’s theorem the Fourier transform has been considered
as a function of the continuous parameter A. The properties of the given function f as
a function of the t variable are reflected in 7 (4) as a function of A. But if we want to
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investigate how the properties of f as a function of z are affecting F(4) one has to view
the Fourier transform as a function of two parameters, one continuous and the other
discrete.

To justify the above claim let us write down the formula for f(4) when f is a radial
function. In what follows, by a radial function we mean a function which is radial in
the z variable. In order to state the formula we need to introduce some more notation.
For each multi index «aeN" let ®,(x) stand for the normalized Hermite functions on
R". For 1eR* we let ®*(x) = |A|"*®,(|A|'”*x) and define Pk(l) to be the projection of
L?*(R") onto the eigenspace spanned by {®Z|a|=k}. By ¢;(r) we denote the scaled
Laguerre function

040 = Ly G1Ar)e™ 9, ERY

L~ 1(r) being the kth Laguerre polynomial of type (n — 1).
Now let f(z,t) be a radial function and write f(r,t) in place of f(z,t) when |z| =r.
Then we have the following formula for the Fourier transform of f:

fty= T RubNP) (3:2)
=0
where the coefficients R, (4, f) are given by
k! © o '
RGN =Cor f Fehoitr=tdr. 63)

In the above f(r, 1) stands for the Fourier transform of f(r,t) in the t-variable and C,
is a constant. From the above formula it follows that we can identify f (A) with the
sequence of functior}s {R.(L,f)}. The support properties of f as a function of t are
reflected on the properties of R, (4, f) as a function of 1. Likewise, one expects that the
z support of f will influence the properties of R,(4,f) as a function of k. We will show
that this is indeed the case.

More generally we consider the Fourier transform 7 (A) as a family of linear
functionals F(4,«) on L*(R") indexed by (J,@)eR* x N". For each (4,a) the linear
functional F(4,«) is given by

F(l, )0 =(p, f(HDY), @eL*R"). | (3.4)

With the above notations the uncertainty principle stated in theorem 2 can be restated

asfollows. If m{t: f(z,t) # 0} < oo for a.e. zand m{1: F(J, «) # 0} < oo then f = 0. Now
to state our uncertainty principle let

AQR) ={z:f(z, 1) # 0} (3.5)
and

B(2) = {o: F(4,a) # 0} (3.6)

Then we have the following result.

Theorem 9. Suppose feL' nL*(#,)is such that m{A(4)) < oo and B(A)'is finite for a.e.
A€R*. Then f =0.
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Before going into the proof of the theorem we make the following remarks
concerning the statement of the theorem. If there exists a compact set K< C"
such that f(z,1) =0 whenever z¢K and teR then it follows that A(1) is compact
for each 4 and hence m(A(4)) < co is satisfied. The condition B(4) is finite simply
means that f (/1)@*;60 only for finitely many o and consequently there is a
k =k(A) such that f(A)P () =0 for all' j>k. Let S} be the span of {®%:|a|=k}.
Then it has been observed by Geller in [7] that S} are the analogues of the spheres
|x|=r in R". In other words we can think of S} as a sphere in L*(R") of radius
(2k + n)|A|. This view has turned out to be fruitful in other problems also as can be
seen from [18].

Thus we can let By to be the span of {®}:|«| < k} which is the analogue of a ball in
R* and the condltlon f)P (A)=0 for j>k simply means that f(A)=0 in the
orthogonal complement of B’l in L2(R"). Let us say that f(4) has compact support in
B} when the above holds. Wlth this definition we can restate the above theorem in the
following form.

Theorem 10. Let f eleLz(}i” ). Suppose for each A the Fourier transform f (4)
is compactly supported. Then f (- /1) cannot have compact support for éach A unless

f=o.

We now come to the proof of theorem 9. We need to use some facts about the
special Hermite expansions for which we refer the reader to [19]. If feL?(C") then we
have the expansion

[=@Qm)™" ¥ f x @, (3.7

k=0

In the above @, (z)=Lr"'(}|z|*)e"**"* and f x ¢, stands for the twisted
convolution '

(f X @)(2) = J J =W (w)el DR dy, (3-8)
c .

The functions ¢, are eigenfunctions of the operator

0 0
L=—~A+—Zz—l < - ———) 3.9)
|z] ,21 %, y,axj (

with eigenvalues (2k +n) and f—f x ¢, is the projection of L?(C") onto the k-th
eigenspace of the operator L. We also have for any m :

L™(f x ) =2k + n)"f x @, (3.10)
and in view of the orthogonality the relation
IL™f1I3 =@m) ™" 3 2k +n)>"| f x @13 (3.11)

k=0

We need the following proposition in order to prove theorems 9 and 10.
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PROPOSITION 11
Suppose feL?(C") is such that | f x ¢, |, < Ce™***" for some o> 0. Then f is real
analytic.

Proof. By the Sobolev’s embedding theorem it is easy to see that f is in C*(C"). We
want to apply an elliptic regularity theorem of Kotaké—Narasimhan to prove the
proposition (see [11], theorem 3.8.9). In view of their theorem it suffices to show that
for any positive integer m

IL™f < M™7 1 (2m)! . (3.12)

holds with some constant M. Under the assumption on f, the relation (3.11) gives

IL™f |2 <(2nr)~2" i 2k + n)me = 2al2kn), (3.13)

k=0

The series can be estimated by
f ¥ -ty (.14
]

which gives the estimate
IL"f 113 < C** 1 (2m)! (3.15)
which is more than what we need. ‘
Now we can give proofs of theorems 9 and 10. Define a radial function G(z,1) by

Gz 1) = f e WD pA(Ay aing ) | (3.16)
R

:n it follows from (3.2) that
G{(3) = C,e™ 1P p (j), (3.17)

vhere C, is some constant which we do not bother to calculate. Setting g; = f*G;and
taking the (group) Fourier transform we get

3,0 =G, =C,e~v2# TP, : (319

Now fix 4. Then under the hypothesis of the theorem we have § ;(4) =0 for j > k which
in view of (2.11) means that for a.e. z in C"g}(z) = 0 for j > k where we have set g}z to
stand for §,(z, 4) the Fourier transform of ¢ ;in the t-variable.

Recalling the definition of the convolution g ;=f*G;on #, and taking the Fourier
transform in the ¢-variable we get with the same notation as above

gHz) = f*%,Glz), | (3.19)

where the A-twisted convolution is given by

f**:Gi(z) = f = w)Glw)eWDine gy, | (3.20)
C
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Let f}(z) = f*(27*|4|~“/?)2). Then it follows from the definition of G, that
(f*#,GHQRTHAU™MP2) = C,e™ VP (f1 x 0,)(2). (3.21)

Under the hypothesis of either of the theorems we have ( fixo )(2) =0forj> k. This

means that f4 satisfies the conditions of proposition 11 and consequently f(z, 4)is real
analytic for a.e. A as a function of (x, y). But then the set {z: f(z,4) # 0} cannot have
finite measure unless f(z,A) =0 for a.e. z. This implies f =0 and hence theorem 9
follows. It is clear that the hypothesis of theorcm 10 implies that of theorem 9. Hence
both theorems are proved.

4. Some uncertainty inequalities for the Heisenberg group

In this section we establish a local uncertainty inequality for the Fourier transform on
#, and deduce a global inequality too. As we have remarked in the previoussection
we COHSIdCr the Fourier transform () as a family of linear functionals F (4, ®) indexed
by (4, 0)eR* x N". From the definition of F (4, «) it follows that

tr(f(2)*f () Z 17 cIVlll% =Y IF(o))? (4.1)

where ||F(4,0)| is the norm of the linear functional F(4,«). In this notation the
uncertainty inequality of theorem 3 can be written as

ZJ HF(/LOt)HZdu(iKCem(A)“J |f(z 1)1 [t*°dzdt. @2
a J A : Hn

In the next theorem we will prove an inequality which is more symmetric in both
variables.

Let v be the counting measure on N” and let 0 = u x v on R* x N". We now prove
the following inequality. We let Q = (2n + 2) and |w|* =|z|* + t* for w =(z,1)eH#,,.

Theorem 12. Given 6€[0,}), for each feL' nL*(#,) and E = R* x N" with ¢(E) < o0

one has

J IIF(/La)Ilzdachd(E)”f |f (w) P |w[**2dw, (4.3)
E

Hn

where C, depends only on 0 and Q.

Proof. Let r> 0 be a positive number to be chgsen later. We write f =g + h where
g(w) = f(w) when |w| < r and g(w) = 0 otherwise. We then have
J IF(4®)|*do <2 U l4(A)@;(13de + f | h(2) @} H%da}- (4.4)
E JE E

Since
1gAREN, < 1A NP, = g4Il . \ - 45
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where [[§(4)]| is the operator norm of §(2) on L*(R") and as | §(}) || < lgl, we obtain

2
j 19(A)®;13do < o (E) (J Ig(W)ldW) (4.6)
E n

@(E)(f ff(W)l”lwlz"deX ﬁ } |w|-2wdw)

< Co(E)r~—20-12 (f

Hn

If(W)IZIWI“’QdW)

where we have applied Cauchy—Schwarz to get the second inequality.
On the other hand by the Plancherel theorem

f | A()®}|3do < j L I1h(2)®2(3de 4.7)
E

R* x N

= f 1) 35 (2
= C"J |h(w)|2dw
=G, f 1) 2 ] =22 s 29y

SCJ’”Q(f !f(W)JZIWIz"QdW)

Therefore, we have proved the inequality

j IF(49)|do < (2Co(E)i =200 4 2C,.r'2"Q)< f
E .

Hn

lf(W)IZIWl”QdW)
(4.8)

Minimizing the right hand side by a judicious choice of r we get the inequality

J 1F (4, 2) Ilzdanga(E)”(J ]f(w){2|w|2"de>. (49)
E

n

This completes the proof of the theorem.

As in the case of R" we can now deduce a global uncertainty inequality from the
above local inequality. To state the inequality we need some more notation. Let % be

the sublaplacian on the Heisenberg group and let H (4) be the Hermite operator whose
spectral decomposition is given by

HO)= Y. (2 +n)lilPy() | @.10)
k=0

o~

S
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For the definition of & we refer to [16] and we remark that when A=1, H(})=
— A + |x|> on R". The relation between % and H(4) is given by

(&)W =FAHHQ), A 4.11)

for any reasonable function f on #,. We can define any fractional power &? by the
equation

(L7f)" ()= FONHR)Y, (4.12)

where (H(4))" is given by the decomposition
(HA) = 3 (2k + n)|A)) P (4). (4.13)
k=0

We can now prove the following global uncertainty inequality for H,.

Theorem 13. For f in L*(#,),0 <y < Q/2 one has

!UW§<K(f‘Lﬂwwmﬂ”dW><fvngfmmamv 414

where K is a constant.

Before going into the proof of the above inequality the following remarks are in
order. When y =1 the above inequality reduces to

HAn

Hffl}sz(J lf(W)IZIW!ZdW)(f | Iff”zf(W)lde> (4.15)

and this is the analogue of the classical uncertainty inequality for the Fourier transform
on R". The analogy can be seen clearly if we write the inequality (1.2) in the form

Ifl3 <K (jlf(X)IZ\XI'de) (JI(— A)”zf(X)IZdX)- (4.16)

The inequality (4.15) is valid even if we replace |w| by |z| as was shown in [17] and then
a precise value for K can also be obtained.

Now we prove theorem 13. As in the case of the previous theorem the proof is
modelled after the proof in the Euclidean case. Let E, denote the set

E,={(40):Q2la| +n)|i] <r?}. 4.17)

We claim that ¢(E,) < Cr To see this we first note that

E=) U {:Qlal+m)A <r?} x {a} 4.18)
k=0 |a =k
and therefore

o(E,) < f Y w{A:k +m|A <12, (4.19)

k=0 |a|=k
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Since p{A:(2k + n)|A| <r*} < Cr22k +n)~""! and 2= 1< CRk +n)y"~1 we get

ee]

o(E,)<Cre Y (2k+n)"2 < Cro (4.20)

k=0

and this proves the claim. _
Let E] stand for the complement of E, and write

If13=c, f I £ ()1 3sdu(i) | (4.21)
=C, f IF(4 %)) 2de

=C, (f llf(l)®ill§d0+j Hf(i)‘bill%dd)
E, E

Applying the local uncertainty inequality to the first integral with 6 =y/Q <1 and
making use of the claim we obtain

.

For the second integral one has the following chain of inequalities:

17 ()@} |2do < Cr?Y f | f(w)[2|w|?" dw. (4.22)

Hn

»

(laf +nm) |2y || f (D2 |2de (4.23)
o

r

f 17 ()03 2do < r=2>
E,

LY

r~

=172 I FAHE)0})2do
JE

r

ST & ) ()@} | 2do

LY

=Cr % f | L2 f(w)]2dw.
Thus we have obtained the inequality
(BAEES C{rz” J Lf W) Iw**dw + r=2 f | L2 £ (w)|2dw } (4.24)

Minimizing the right hand side we obtain

IfI5<K ( j f Izlwl”dw) ( fl.wz f(w)lzdw). (4.25)

which proves the theorem.

5. The Euclidean motion group

In this section we shall state and prove an analogue of Hardy’s theorem for the
Euclidean motion group, M (2). The group G= M(2) is the semidirect product of

.

s

s

e
|
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SO(2)(~ S') and R?*(~C). A typical element of G is denoted by (z, o) and this element
acts on R? as t(z)r(«) where t(z) is the translation by zeC(=~ R?) and r(x) is the
rotation by an angle a, 0 < « < 27. The multiplication law is given by the composition
of such maps. Haar measure on G is dzda where dz is Lebesgue measure on C(~ R?)
and do is the normalized Haar measure on SO(2)(~S*). For any unexplained
terminology and notation in this section see [15].

For aeR* = (0, «0), we have the unitary irreducible representation U? of G as
operators in % (L*(S')) defined by

(U*(z,2) 9)(0) = =" (0 — a), | (5.1)

where ¢peL?(S*), 0<60<2n and <.,.> is the inner product on R? Here one is
identifying aeR™* with (0,2)eC. The Plancherel measure pon Gis supported on this
family of representations parametrized by R*, and is given by a da, where da is
Lebesgue measure on R™. ‘

The Fourier transform f of f eL'(G) is a function on R* taking values in
B(L*(S')), and is defined by

f@=Uv%f)= J Ul(z,a) f(z,x)dzdo (5.2)
M(2)

(the integral interpreted suitably) and therefore we have

-~

(f(@¢)O) = j f(z,0)e"="0® $(6 — 0)dzdo (5.3)
C J SO(2)

for ¢eL?(S*) and O€[0, 2n).
The following is an analogue of Hardy’s theorem for the Euclidean motion
groupM (2):

Theorem 14. Suppose f is a measurable function on G satisfying the following
conditions for some positive constants «, § and C:

f(z,8)| < Ce™™, . (z,0)eG, (5.4)
1(a) | gs < Ce P4 geR*, (5.5)
If afp>1, then f =0 qe.

Remark 15. Since functions on R? can be thought of as functions on G invariant under
right action by SO(2), Hardy’s theorem for R? shows that 1 is the best possible constant.

Proof. For neZ, define x, on SO(2) as , () = . It is enough to show that if «f > 1,
Xo*f %Y, =0 for all n,m. This is because if f is a L'-function (or more generally
a distribution) and y,*fxy,, is zero for all n, meZ, then f is itself zero. A simple
calculation shows that if f satisfies (5.4) and (5.5) then for all n, m, x,* f *x,, also satisfy
(5.4) and (5.5). For n,meZ, define

L},.(G) = {geL* (G):g(r(8)xr(n) = 1,(6)g(9) 1,,.(7)
ae. xeG, ae. r(0),r(y)eSO2)}.

§
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Observe that if h = Xn*J *,, then h belongs to L} .(G). Therefore it is enough to prove

-~

the theorem for a function h in L, ,(G). It is easy to check that if heL, . (G) then h(a)

maps y,eL*(S') to a multiple of y, and is zero on the orthogonal complement of y,,.
In fact,

B@) Lo = <@ s 2 2050 T
h(@)y, =0 forim.
Therefore

140} 15 = 1<R(@) Ly 250
Using the transformation property of h, it can be shown that

|<P@) s 2 D251y = |F , B (r(B)at, ) (5.6)

fora.e. § and y in [0, 2m) where # | h denotes the Euclidean Fourier transform of 4 in
the C(~ R?)-variable z. Thus from (5.5) and (5.6) it will follow that:

|F k(& 7)< Ce e (5.7)

for £eC(~R?) and ae. 7 in [0,27). But h also satisfies (5.4). Using the analogue of

Hardy’s theorem for R?(x~ C) we conclude that &(.,y)=0 for ae. 7y in [0,2n). This
implies that h =0 ae. :
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